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PRESIDENT’S LETTER

Hello DSI Membership:
Marc J. Schniederjans, University of Nebraska-
Lincoln 

Thank you for permitting me to be 
your president during this past year.  
I think it is important that you rec-

ognize your fellow Board members when 
you see them. This year the DSI Board of 
Directors and there offices were:

Marc Schniederjans (President)

Powell Robinson (Exec Director Interim)

Morgan Swink (President Elect)

Maling Ebrahimpour (Past President)

Janelle Heineke (Treasurer)

Janet Hartley (VP for the Americas Division)

Hope Baker (VP of Member Services)

Kaushik Sengupta (VP of Marketing)

Ken Boyer (VP of Professional Development)

`Jon Jasperson (VP of Information Technologies)

Funda Sahin (Secretary)

Merrill Warkentin (VP of Publications)

Gyula Vastag (VP of Global Activities)

Constantin Blome (VP of European Division)

Stuart Orr (VP for the Asia-Pacific Division)

Much has been accomplished because your Board of Directors has 
given a great deal time and effort to help improve DSI.  Some of the 
accomplishments we have initiated this year include:

• Membership enrollment efforts that results in slightly over
1100 reported in the April 2014 Board meeting to slightly 
over 1600  reported in the January 2015 Board meeting.  We 
are growing again, after many years of decline.  

• Under the leadership of Powell Robinson and Dana Evans 
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Vision Statement

The Decision Sciences Institute is dedicated to  
excellence in fostering and disseminating knowledge 

pertinent to decision making.

Mission Statement

The Decision Sciences Institute advances  
the science and practice of decision making. We are 

an international professional association with an  
inclusive and cross-disciplinary philosophy.  

We are guided by the core values of high quality,  
responsiveness and professional development.
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MALING EBRAHIMPOUR, EDITOR, University of South Florida St. Petersburg

FROM THE EDITOR

T his issue of Decision Line contains 
several very interesting articles 
written by our members and the 

result of the DSI election.  More than 50% 
of the eligible voters voted and it appears 
that this is one of the largest number of 
voters that DSI had in its history.  

 President Schniederjans’ letter is his last 
as the President of DSI.  Much has 
been den during Marc’s presidency and 
the DSI is in a better position than before. 
His letter summarizes the accomplish-
ments of DSI during his presidency.  As 
you will see the result of the election has 
been included in this issue.  

 Mirzaei and Crivelli in their article 
discuss the opportunities that exist where 
the two areas of Protein Structure and 
Machin Learning intersect.  One of the 
needs that the authors identified is the 
need for more aggressive involvement 
of the machine learning community to 
tackle, as an example, different aspects 
of protein-folding problem which can 
help to realize the dream of delivering the 
“Precise Medicine,” to provide “the right 
treatment at the right time for a specific 
individual.”

 “Big Data in Small Bites” is the title of 
the article by Paul Rubin.  In his article he 
discuss the rush to use big data may 
not be necessary and sample can be used.  

 I encourage those doctoral students 
who are preparing to enter the job market 
to read Varun Grover’s article on how to 
prepare for the interview.  Grover writes 
about how doctoral students who are in 
the job market can prepare for the best 
presentation and handle the questions 
from interviewers.  He takes the read-
ers through the process in three steps of 
preparation, actual presentation, and the 
question.  Furthermore, he provides a 
“Job Talk Preparation Checklist” that is 
a helpful tool for all who are entering the 
job market.
 “In the Classroom” feathers an article by 
Thomas Rienzo titled “Calculating 
Last Dates of Attendance in large Lecture 
Classes.”  Rienzo describes creation and 
an automated scalable spreadsheet that 
helps calculating the last dates of at-
tendance.  This spreadsheet should help 
administrators to capture information 
needed to Title IV financial aid from the 
US Department of Education.

 In addition, there is information 
about the special issue of Decision Sci-
ences Journal on Innovative Education.  
The special issue is focused on ‘Identify-
ing and Managing Critical Success Factors 
of Online Education.’  Carol J. Latta Me-
morial DSI Emerging Leadership Award 
for Outstanding Early Career Scholar 
describes the process and dateline for 
applications and nominations to be sent 
to the DSI Home Office.  Please nominate 
any DSI member who is in the early stage 
of the profession and has been already an 
active member of the DSI.  
 I encourage you, our reader, to share 
your opinions, ideas with us by writing 
and sending it to me at:
mebrahimpour@ mail.usf.edu.
 I am looking forward to reading your 
articles for inclusion in Decision Line.

 Maling Ebrahimpour, PhD

Editor  n

Maling Ebrahimpour 
is professor of management 
at the College of Business
at the University of South 
Florida Saint Petersburg. He
is an active researcher and
has authored or co-authored 
over 100 articles that have 
been	 published	 in	 scientific	

journals and proceedings.  Most of his work focuses 
on various issues of quality in both service and 
manufacturing companies. He received his PhD 
in business administration from the University of 
Nebraska-Lincoln and has served on the editorial 
review board of several journals, including Journal 
of Quality Management, Journal of Operations 
Management, and International Journal of 
Production Research. 

mebrahimpour@mail.usf.edu

Decision Lines Feature Editors:

Dean's Perspective, Maling Ebrahimpour, 
University of South Florida Saint Petersburg,
mebrahimpour@mail.usf.edu

Doctoral Student Affairs, Varun Grover, 
Clemson University, VGROVER@clemson.edu

Ecommerce, Kenneth E. Kendall, Rutgers, The 
State University of New Jersey, 
ken@thekendalls.org

From the Bookshelf, James Flynn, Indiana
University (Indianapolis) ejflynn@iupui.edu

In the Classroom, Kathryn Zuckweiler, 
University of Nebraska at Kearney, 
zuckweilerkm@unk.edu

Analytics and Data Science, Subhashish 
Samaddar, Georgia State University, s-
samaddar@gsu.edu

Information Technology, TBA

In the News, Dana L. Evans, Decision Sciences
Institute, dlevans@bauer.uh.edu

International Issues, TBA

Membership Roundtable, Gyula Vastag,
National University of Public Service and 
Szechenyi University, gvastag@gmail.com

Supply Chain Management, Daniel A.
Samson, University of Melbourne, Australia,
d.samson@unimelb.edu.au

Research Issues, Mahyar Amouzegar, Cal Poly
Pomona, mahyar@csupomona.edu

He proposes two interesting questions: 
“need we use all the data; and need we 
use it all at once?” He concludes that 
although there is a rush to use big data, 
“both the volume and the velocity of 
“big Data” may require us to reevaluate 
that approach.”

    Congratulations to our new officers and 
we are happy that there are very capable 
people con-tinue leading the changes of DSI 
to make it a more efficient and highly 
respected organization.  The newly elected 
officers are:  Funda Sahin (University of 
Houston), President-Elect; Jennifer 
Blackhurst (Iowa State University), 
Secretary; Kaushik Sengupta (Hofstra 
University), VP – Marketing; Anand Nair 
(Michigan State University), VP – 
Publications; Bob McQuaid (Pepperdine 
University), VP – Technology; Bob Pavur 
(University of North Texas), VP – Americas 
Division; Bhimaraya Metri (International 
Management Institute, India), VP – Asia 
Pacific Division.  CONGRATULATIONS!
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Funda Sahin (University 
of Houston) President-Elect

Jennifer Blackhurst 
(Iowa State University)
Secretary

•	Elected	unopposed	since
no other candidate stood 
for election

Kaushik Sengupta  
(Hofstra University)
VP – Marketing

Anand Nair  
(Michigan State University)
VP – Publications

Bob McQuaid  
(Pepperdine University)
VP – Technology

Bob Pavur  
(University of North Texas)
VP – Americas Division

Bhimaraya Metri 
(International Management 
Institute, India)
VP	–	Asia	Pacific	Division

• Elected	 by	 default	 be-
cause an opposing can-
didate withdrew after the 
ballot had been sent out

DSI ELECTION SPECIAL FEATURE

As the Interim Executive Director,
appointed by the Board of 

Directors for the Decision Sciences 
Institute (DSI) on February 1, 2015, 
I want to take this opportunity to 
congratulate the newly-elected 2015 
officers and directors.

 Many qualified individuals stood 
for elections to these positions.  The 
Decision Sciences Institute is grateful 
and appreciates the continued 
involvement and support of its 
members.

 The newly-elected officers and 
directors will begin their term in April 
2015.  The Decision Sciences Institute 
looks forward to their guidance and 
leadership.

2015 Voting Process

In an effort to make the business of the 
Decision Sciences Institute more transparent, 
please find a brief description of the voting 
process below, which involved some dis-
crepancy regarding regional members and 
their votes.  Moving forward, a systematic 
process is being designed into the member-
ship module of the NOAH system (Home 
Office IS) to confirm regional memberships.  
This will take effect as DSI members renew 
their dues.

 For this election, the Decision Sciences 
Institute contracted with Simply Voting, a 
web-based online voting system (https://
www.simplyvoting.com/), to manage the 
voting process.  This allowed voting to be 
conducted “blind” to the Home Office and 
in a secure fashion that prevents tamper-
ing.  Once voting closed on February 19, 
2015 (5:00 pm), voting results were then 
tabulated and verified by Simply Voting 
against a name list of DSI members.

Procedurally, the following steps consti-
tuted the process:

1. An electronic ballot managed by Simply 
Voting was sent to 1662 individuals on
January 19, 2015.  The 1662 individuals

constitute the population of DSI mem-
bers in the membership database main-
tained by the Home Office.

2. This ballot included the candidates for all 
positions, and allowed all DSI members
to vote for all positions.  However, vot-
ing for the VP – Americas Division and
the VP – Asia Pacific Division should
have been restricted to members of or-
ganizations in those respective regions.
One of the candidates for the VP – Asia
Pacific Division withdrew his candidacy,
so there was no question regarding the
election for that office.  Regarding the VP
– Americas, DSI contracted with Simply
Voting to sort out the votes of regional 
members that should count for the VP – 
Americas Division.  The following steps 
were conducted to identify regional 
members:

a. The Home Office conducted a
survey asking all 1662 members to
confirm their regional affiliation (if
any).

b. The survey results were then passed 
to the officers of the regions asking
for their verification.

c. A finalized list with DSI member
names and their regional member-
ship affiliations was then forwarded
to Simply Voting.

3. Simply Voting reported the following:

a. 604 DSI members voted (~36% of
DSI members).  These 604 votes
counted for electing the President-
Elect, Secretary, VP – Marketing, VP 
– Publications, and VP – Technology 
positions

b. 200 of the 604 DSI members who
voted were identified as members
of a region comprising the Americas 
Division (NEDSI, SEDSI, MWDSI,
SWDSI, WDSI, and MDSI).  These
200 votes were counted for electing
the VP – Americas Division.

BY JOHNNY (MANUS) RUNGTUSANATHAM, INTERIM EXECUTIVE DIRECTOR

 CONGRATULATIONS TO NEWLY ELECTED DECISION SCIENCES INSTITUTE OFFICERS
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In this year’s State of the Union Speech, 
President Barack Obama unveiled his 
“Precision Medicine Initiative,” a pro-

posal aimed at pushing the U.S. to the fore-
front of cutting edge medical treatments. 
This initiative will harness large genomics 
and epigenomics data to design drugs 
and treatments specifically customized for 
individual patients. This multidisciplinary, 
cross-organizational effort will bring to-
gether scientists from across disciplines to 
study genetic profiles, molecular and cel-
lular analyses, and medical records. It will 
enable scientists to progressively pinpoint 
the relationship between a patient’s genes 
and a specific disease and develop appro-
priate drugs and treatments. Consequently, 
this initiative may lead to a new era of 
medicine, and as President Obama argued 
“one that delivers the right treatment at the 
right time”. A thorough investigation of 
the human genome combined with a fast 
and accurate prediction of protein tertiary 
structure is essential to the success of this 
effort.  This is where the power of decision 
science tools will have a direct impact in 
the success of such initiatives.

The Human Genome

The human genome is the complete set 
of genetic information for humans. This 
information is encoded as DNA sequences 
within the 23 chromosome pairs. The DNA 
contains the codes required to build and 
maintain an organism. In fact, each chromo-
some holds genes with specific instructions 
to make proteins, which perform most life 
functions. Each tissue has a different func-
tion in the human body. Thus, each cell only 

activates a subgroup of its genes depending 
on its function. The activated genes, initiate 
a process during which the genetic codes 
are translated into a chain of amino acids. 
Guided by atomic forces among the atoms 
within a protein and between the protein 
and its aqueous environment, the protein 
chain folds into a specific three-dimensional 
structure, called the native structure, which 
defines its specific function in the cell. The 
process during which the sequence of 
amino acids is folded into the native struc-
ture is called protein folding..

Protein Folding

The folding process is very fast (fastest 
proteins fold in microseconds) and proteins 
are very efficient at folding in the right way. 
However, sometimes misfolding occurs 
and that might lead to neurodegenerative 
disease like Alzheimer’s, Parkinson’s or 
Mad Cow Disease (Selkoe 2004). 

 Currently, more than 6,800,000 protein 
sequences are available in the National 
Center for Biotechnology Information 
(NCBI) sequence database (ftp://ftp.ncbi.
nlm.nih.gov/blast/db/). The NCBI main-
tains a comprehensive, integrated, and 
non-redundant set of sequences related to 
genomic DNA and proteins called “Refer-
ence Sequence” (RefSeq)1 . However, pro-
tein structures are discovered at a rate far 
lower than the sequences. This is due to the 
difficulty and intricacy of the experiments 
by which protein structures are determined. 
Currently, X-ray crystallography and NMR 
spectroscopy are the most common meth-

Shokoufeh Mirzaei  
is an assistant professor of 
Industrial and Manufactur-
ing Engineering at California 
State Polytechnic University, 
Pomona and a visiting faculty 
at Lawrence Berkeley National 
Laboratory (LBNL). Her core 
areas of research are applied 

optimization, statistics, and machine learning. 
Currently, she conducts research in the application 
of	machine	learning	techniques	in	biology,	specifi-
cally, Protein Models Quality Assessment, in col-
laboration with scientist in the LBNL. She believes 
progress in biology and especially drug design can 
substantially	 benefit	 from	machine	 learning	 and	
pattern recognition techniques to which she has 
dedicated	her	research	efforts.

Research Opportunities at the 
Intersection of Protein Structure 
Prediction and Machine Learning
by Shokoufeh Mirzaei, California State Polytechnic University, 
Pomona; and Silvia Crivelli, Lawrence Livermore Laboratory, 
Berkeley

Silvia Crivelli
is a computational biologist 
working on protein fold-
ing. She started the WeFold 
coopetition (collaboration and 
competition) experiment that 
brings together labs and indi-
viduals to solve one of the 100 
top outstanding challenges in 

science. She wants to leverage the unique character 
of the social-media-based collaborative research 
community created by WeFold to develop next 
generation STEM researchers and to help young 
researchers further their professional networks and 
scientific	 expertise.	She	 believes	 that	progress	 in	
science will come from the rich combination of ideas 
that only a highly diverse community can create and 
that the current generation has the responsibility to 
provide the means to open doors to individuals from 
all walks of society.

RESEARCH ISSUE

1  http://www.ncbi.nlm.nih.gov/refseq/about/

MAHYAR AMOUZEGAR, FEATURE EDITOR, California State Polytechnic University, Pomona
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ods for determining proteins structures. 
There are about 106,000 experimentally 
determined protein structures available, 
which are stored in the Protein Data Bank 
(PDB) (http://www.rcsb.org/pdb/). 

 Given that experimental approaches 
to determine 3D structure are so expensive 
and time consuming, computational ap-
proaches have been proposed to comple-
ment and guide the experimental ones. 
Such computational methods could allow 
scientists to efficiently determine a protein 
structure from its sequence of amino acids. 
Unfortunately, this problem is extremely 
hard as the native structure of a protein 
corresponds to the global minimum of an 
energy function that has a vast number 
of local minima whose number increases 
exponentially with the number of amino 
acids in the sequence. Finding this global 
minimum is a computationally demanding 
task.

 Generally, there are two types of 
protein structure prediction methods: 
template-based and free modeling. This 
classification is based on the fact that pro-
teins with similar sequences have similar 
structures. Template-based modeling 
methods are used when the sequence of 
amino acids for an unknown protein is 
similar to that of another protein in the 
PDB. In contrast, free modeling (FM) or 
“ab initio” methods are used when no 
similar sequence is found in the PDB. Us-
ing machine-learning techniques, methods 
that take advantage of the experimentally 
known structures in the PDB have identi-
fied similarities between protein structures 
and their sequences, and have substantially 
improved protein structure prediction. 
Nevertheless, protein structure prediction 
remains a challenge with no single method 
being able to produce consistent results.

 Most protein structure prediction 
methods follow a 2-step approach that 
consists of 1) sampling and 2) selection. The 
first step samples the vast protein confor-
mational space by generating a large num-
ber of 3D models called decoys. The second 
step ranks those samples and selects the 
best ones. Current template-based protein 

structure prediction methods are able to 
generate very good models. Unfortunately, 
they are unable to select those models in 
a consistent manner making it necessary 
to develop reliable methods to rank the 
protein models. 

 To evaluate and improve the predic-
tion methods, a large-scale experiment 
was introduced two decades ago (Moult, 
Pedersen et al. 1995). The experiment, 
which is known as Critical Assessment 
of protein Structure Prediction (CASP), 
determines the quality of current protein 
structure prediction methods and assesses 
their improvement. The experiment con-
sists of three phases: in the first phase a set 
of sequences corresponding to proteins that 
have been or are about to be experimentally 
determined but not yet published is gath-
ered. This ensures that the structures are 
not available in the public domain at the 
time the predictions are made. Hence, the 
predictions are made blindly without the 
knowledge of the native structures. Then, 
the sequences of amino acids for those 
proteins are provided to the community 
of predictors. The second phase of CASP 
is to collect the structural predictions pro-
vided by different prediction groups. In this 
phase, each group submits a set of tertiary 
structure predictions for the given sequence 
of amino acids. Only five submissions per 
sequence are accepted per participating 
group. Thus, each group only submits 
their best five predicted models. The last 
phase is to evaluate and assess the quality 
of decoy structures against the experimen-
tally known structures, which have become 
publicly available after the collection phase.

Evolution of Scoring Functions

In the context of protein folding, a predicted 
structure has a high quality when it is 
similar to the native structure. However, 
since the native structure is unknown dur-
ing the prediction process, biologists have 
proposed a number of features to measure 
different native-like characteristics of a 
protein model. These features are combined 
into a scoring function, which is a ranking 
function that, given a protein model as in-
put, produces a single number or score as 

the output. The manner in which features 
are combined to generate the output score 
is key to an accurate scoring function. 
Scoring functions have been proposed 
not only to “relatively” rank the protein 
models predicted for a given sequence 
without knowing the corresponding native 
structure, but also to “absolutely” rank pre-
dicted models for a given sequence when 
the native structure is known. The former 
is useful for CASP predictions whereas the 
latter is useful for CASP assessment. How-
ever, these scoring functions are insufficient 
to determine the practicality of predicted 
structures for biomedical application such 
as drug design, mutagenesis experiments, 
and other practical applications. Therefore, 
discovering quality assessment measures 
that can score computationally-determined 
protein models according to their protein-
like characteristics independently of other 
decoys or prediction methods is crucial for 
biomedical purposes (Schwede, Sali et al. 
2009, Benkert, Biasini et al. 2011). Hence, 
developing quality assessment functions 
has become the center of attention in recent 
years. 

 Generally, current scoring functions 
can be classified into four major cat-
egories: physics-based, statistical-based, 
consensus-based, and machine-learning-
based functions (Manavalan, Lee et al. 
2014). Physics-based functions calculate 
the potential energy of a model accord-
ing to the laws of physics governing the 
protein folding process (Lazaridis and 
Karplus 1999)(Petrey and Honig 2000). 
The main drawback of these methods is 
their complexity which demands extensive 
computation time. Additionally,  these 
methods are sensitive to small atomic 
changes. Statistical-based functions cal-
culate protein model potentials based on 
the statistical information obtained from 
structural attributes of native protein struc-
tures. However, since statistical potential 
functions are established based on the ag-
gregated data obtained from the features of 
native proteins, they have a limited power 
to dicriminate protein models accurately. 
Consensus-based functions are useful when 
the set of decoy models is similar to the na-

RESEARCH ISSUE
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tive structure . However, these functions are 
outperformed by knowledge-based scoring 
functions when the majority of models in 
the pool have poor quality, or simply fail 
when the homology between the models is 
low. Machine learning algorithms, such as 
support vector machine (SVM), rank pro-
tein models by learning from the sequences 
and structural features of the native protein 
structures   (Ginalski, Elofsson et al. 2003, 
Qiu, Sheffler et al. 2008, Wang, Tegge et al. 
2009, Shi, Zhang et al. 2011). 

 The development of scoring and qual-
ity assessment methods for protein models 
can substantially benefit from application of 
machine learning techniques. First, because 
machine learning methods can extract hid-
den patterns within data, which is hard to 
be expressed using any specific statistical 
method or distribution.  Second, they can 
easily and efficiently integrate several pro-
tein features into a single score function to 
provide a unique quality score, Third, they 
are cognitive and can be adapted as new 
models become available in the Protein 
Data Bank and grow toward an absolute 
close to perfect approximation of protein 
quality. 

 Currently, the data collected by the 
Prediction Center (http://predictioncenter.
org) from the past 11 rounds of CASP has 
become a great repository of the predicted 
protein models and their associated qual-
ity. Hence, analyzing such data could 
provide initial insights regarding the as-
sociation of protein model properties and 
their quality. This challenge has led to the 
emergence of a new field of research for 
the machine-learning community which 
seeks to develop techniques that estimate 
the absolute quality of protein models in 
the absence of the experimentally known 
native structures. Furthermore, advances 
to this problem will identify a group of 
protein characteristic that is significant in 
forming native-like protein structures. It is 
worth mentioning that the answers to this 
problem unveil invaluable information for 
biologist to design drugs and medications 
as well as to design new proteins with 
desired functions that are not currently 
available in nature.

Conclusion

Over the years, scoring functions have been 
developed to help scientist to 1) provide 
more accurate methods of predicting pro-
tein structures by “relatively” ranking pro-
tein models for a given sequence of amino 
acids and 2) assessing different prediction 
methods by estimating the absolute mea-
sure of similarity between a given model 
and the corresponding native structure. 
In the latter case, CASP assessors have 
developed different evaluation criteria and 
assessment methods for each category of 
prediction models –template-based and 
free modeling. However, until recently 
these methods were unable to provide a 
reliable quality assessment and assessors 
usually spent weeks, manually inspect-
ing protein models in order to perform 
their final ranking.  In the latest rounds of 
CASPs, the assessors have reached a con-
sensus on a set of robust measures for the 
purpose of assessing the quality of protein 
decoys. Although, scoring functions have 
reached an almost perfect performance 
when discriminating good models from 
mediocre and bad ones, they are inconsis-
tent when comparing models of similar 
quality. Therefore, given the complexity 
of the problem, scoring functions design 
efforts continue to be ad hoc to the best of 
our knowledge and quality assessment still 
lacks consistency. Consequently, the goal 
is to formulate universal scoring function 
and quality assessment methods that do not 
require human intervention and that are 
independent from methods of prediction.

 The effort toward discovering a uni-
versal scoring function is two-fold and 
requires 1) finding new measures and 
metrics that provide better insights about 
the quality of protein structures and 2) 
finding the association of such features to 
protein structure quality. The latter purpose 
can benefit from the application of machine 
learning techniques to crunch the massive 
data with hundreds of variables in pursuit 
of developing “absolute” scoring functions 
which are capable of evaluating proteins 
models independently. 

Finally, although the rapid advance-

ment of high-performance computing tech-
nologies have provided an unprecedented 
opportunity to predict and assess protein 
structures faster than ever, the volume of 
available data and the opportunities for 
analysis and pattern recognition efforts 
have grown at a rate far higher than the 
experts in the field. Therefore, there is an 
urgent need for more aggressive involve-
ment of the machine learning community 
to tackle different aspects of the protein-
folding problem for instance, by develop-
ing scoring functions. All these efforts may 
help realize the ultimate dream of deliver-
ing “Precise Medicine;” that is to provide 
“the right treatment at the right time for a 
specific individual”.
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Natasa Christodouli-
dou, California State 
University DH 

We  a r e 
p leased 
to share 

with you the call 
for papers for the 

Decision Sciences Conference 2015 in 
Seattle, Washington!  Our conference is 
now only 10 months away and our sub-
mission deadlines are coming up very 
soon this spring. 

 The theme for this year’s conference 
is Decision Sciences in the 21st Cen-
tury: Theoretical 
Impact and Practi-
cal Relevance. We 
have two program 
pillars: (1) research 
and (2) education/
professional devel-
opment. This year 
we are introducing 
some new tracks as 
well as retaining many of the ones that 
were well received last year. The new 
tracks include Supply Chain Flexibility, 
Agility, Resilience and Strategic Man-
agement.  We also have several special 
focus tracks:  Healthcare Management, 
Ethics, Hospitality Management and 
Marketing, Public Policy, and Entrepre-
neurship.
We ask that you save the dates of our 
conference, November 21-24, 2015 and 
stay tuned for updates on exciting 
networking events and other relevant 
issues that we will keep you posted on.

 How is the 2015 Annual Meeting 
Organized?

 The program for the 2015 Annual 
Meeting of the Decision Sciences Insti-
tute is organized around its two pillars, 
plus keynote addresses, and special 
events.

2015 Program Chairs’ Message
Shawnee Vickery, 
Michigan State Uni-
versity

Pillar 1: Research 
Invites full paper, 
abstract, and 
panel proposal 
submissions 

that speak to the generation of new 
knowledge pertinent to relevant 
business disciplines. Research 
presentations for this pillar are 
ideally positioned for publication 
consideration by Decision Sciences 
or other high impact business related 
journals.  Panels for this pillar focus 

on identifying 
emerging research 
interests and 
topics.

Pillar 2: Education 
and Professional 
Development 
Invites full paper, 
abstract, and panel 

proposal submissions that speak to the 
generation of new knowledge pertinent 
to the design, delivery, and evaluation 
of business curricula. Presentations 
for this pillar are ideally positioned 
for publication consideration by 
Decision Sciences Journal of Innovative 
Education or similar business 
education journals. Panels for this 
pillar focus on identifying leading edge 
issues and topics.

We look forward to seeing everyone at 
the DSI 2015 Annual Meeting in Seattle!

Submission Deadlines:
Referreed Papers and Competitions

May 1, 2014
Abstracts and Proposals

May 15, 2014
www.decisionsciences.org

2015 Annual Meeting 
Coordinators
Program Chair 
Natasa Christodoulidou 
California State University DH 
nchristodoulidou@csudh.edu 
Shawnee Vickery 
Michigan State University 
vickery@broad.msu.edu 

Executive Program Chair & Proceedings 
Coordinator 
Cihan Cobanoglu  
University of South Florida Sarasota-Manatee 
cihan@cihan.org

Annual Meeting Webmaster & CIS Manager 
Stephen Ostrom 
Arizona State University 
sostrom@gmail.com

TRACKS:

Accounting 
Sheldon Smith 
Utah Valley University 
Smithsh@uvu.edu

Decision Models in Finance 
Mark Schroeder 
Michigan State University 
Schroeder@msu.edu

2015 ANNUAL MEETING ANNOUNCEMENT
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Information Systems Strategy and Design 
Nancy Deng  
California State University DH 
ndeng@csudh.edu 
Ozgur Turetken  
Ryerson University 
turetken@ryerson.ca

Information Privacy and Security Risks 
Ravi Behara 
Florida Atlantic University 
rbehara@fau.edu

Emerging Information Technologies 
Pankaj Setia 
University of Arkansas 
psetia@walton@uark.edu

Organizational Behavior 
Donald Conlon  
Michigan State University 
conlon@broad.msu.edu

Human Resources 
You Jin Kim and Thomas Norman 
California State University DH 
ykim@csudh.edu 
tnorman@csudh.edu

Strategic Management  
Sanjay Nadkharni  
Emirates Academy Dubai 
Sanjay.nadkharni@emiratesacademy.edu 
Xia Zhao  
California State University DH 
xzhao@csudh.edu

Marketing Strategy 
Cary Countryman  
Brigham Young University Hawaii 
Cary.countryman@byuh.edu 
Meng Zhao 
California State University DH 
mzhao@csudh.edu

Consumer Behavior 
Berna Devezer  
University of Idaho 
bdevezer@uidaho.edu

Social Media and Internet Marketing 
Chen Lin  
Michigan State University 
linc@broad.msu.edu

Operations Strategy 
Barbara Flynn  
Indiana University 
bbflynn@iupui.edu

Lean, Quality & Six Sigma 
Kevin Linderman 
University of Minnesota 
linde037@umn.edu

Decision Models in Operations & Manufacturing 
Srinivas Talluri  
Michigan State University 
talluri@msu.edu

Service Design and Delivery 
Kirk Karwan  
Furman University 
kirk.karwan@furman.edu

Strategic Logistics and Networks 
Lisa M. Ellram  
Miami University 
elramlm@miamioh.edu  
Wendy Tate  
University of Tennessee-Knoxville  
Wendy.tate@utk.edu

Distribution, Order Fulfillment, & Logistics 
Service Performance 
Dianne Mollenkopf  
University of Tennessee Knoxville 
mollenkopf@utk.edu  
Stephan M. Wagner  
Swiss Federal Institute of Technology 
stwagner@ethz.ch

Decision Models in Logistics 
Hakan Yildiz  
Michigan State University 
yildiz@broad.msu.edu

Supply Chain Strategy and Networks 
Thomas Goldsby  
Ohio State University 
Goldsby.2@fisher.osu.edu

Supply Chain Design & Integration 
Jennifer Blackhurst  
Iowa State University 
Jblackhurstv@iastate.edu

Supply Chain Flexibility, Agility, and Resilience 
A. Mackelprang  
Georgia Southern University 
amackelprang@georgiasouthern.edu  
Manoj Malhotra  
University of South Carolina 
malhotra@moore.sc.edu

Strategic Sourcing & Supply Networks 
Jan Olhager  
Lund University Sweden 
Jan.Olhager@tlog.lth.se

Sourcing Decisions and Relationships 
Thomas Kull  
Arizona State University 
Thomas.Kull@asu.edu

Decision Models in Procurement 
W.C. Benton  
Ohio State University  
Benton.1@osu.edu  
Shawn Hanley  
University of Notre Dame 
shanley@nd.edu

New Product Development & Introduction 
Debasish N. Mallick  
University of St.Thomas 
dnmallick@stthomas.edu  
David Peng  
University of Houston 
Xpeng@bauer.uh.edu

Sustainability in Product & Process Design 
Laura Forker  
University of Massachusetts Dartmouth 
lforker@umassd.edu 
Tobias Schoenherr 
Michigan State University 
Schoenherr@broad.msu.edu

Data Analytics 
Sriram Narayanan 
Michigan State University 
narayanan@broad.msu.edu

Statistical Models in Decision-Making 
Vishal Gaur  
Cornell University 
Vg77@cornell.edu

Optimization Models in Decision Making 
Eva Lee 
Georgia Institute of Technology 
evakylee@isye.gatech.edu

Ethics 
Dara G. Schniederjans  
University of Rhode Island 
schniederjans@mail.uri.edu

Entrepreneurship 
Tayyeb Shabbir  
California State University DH 
tshabbir@csudh.edu

Health Care Management 
Neset Hikmet  
University of South Carolina 
nhikment@hrsm.sc.edu 
Anand Nair  
Michigan State University 
nair@broad.msu.edu

Hospitality Management and Marketing 
Orie Berezan  
California State University DH  
oberezan@csudh.edu 
Carola Raab  
University of Nevada Las Vegas 
Carola.raab@unlv.edu

Public Policy 
Theodore Byrne  
California State University DH 
tbyrne@csudh.edu 
Marie Palladini  
California State University DH 
mpalladini@csudh.edu

Developing & Delivering Curriculum 
Albert Huang  
University of the Pacific 
ahuang@pacific.edu 
Kim McNutt  
California State University DH 
kmcnutt@csudh.edu

Assessment of Curriculum (AACSB) 
Daniel Connolly  
University of Denver 
Daniel.Connolly@du.edu

Technology Related Innovations in Pedagogy 
Melissa St. James  
California State University DH 
mstjames@csudh.edu

Teaching Students On-line 
Kaye Bragg 
California State University DH 
kbragg@csudh.edu

See 2015 ANNUAL MEETING COORDINATORS, 
page 22
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Big Data in Small Bites
by Paul A. Rubin, Ph.D., Michigan State University

Introduction by Subhashish Samadar

“Big	Data	and	Analytics	are	in	the	air	these	days	yet	what	defines	‘big’	data	remains	elusive	
at	best.	It	is	hard	to	find	any	area	of	studies	or	businesses	that	say	they	are	not	using	some	
form of analytics and big data. However, in the halls of academics and some practitioners, 
questions have started to emerge regarding the scope and usefulness of big data and its role 
in	analytic	decision	making.	Professor	Rubin’s	article	below	makes	the	point	that	big	data	
may not always be needed. Hope you would enjoy it and join the discussion. With this article 
I intend to start a series of articles discussing this and other relevant topics. Please share 
your thoughts.” 

ANALYTIC AND DATA SCIENCE

The era of “Big Data” is upon us. For 
some of us, that conjures thoughts 
of a second box of punch cards, 

but in contemporary usage it means sift-
ing through giga-/tera-/peta-/exabytes 
of data, often collected online but also 
through point-of-sale systems, RFID 
scanners etc., to fit models that will be 
used in many instances to predict or 
classify in real time (deciding if a credit 
card transaction seems fraudulent, rec-
ommending the right box of chocolates 
to add to that Bastille Day gift, ...). “Big 
Data” is driving both demand and sala-
ries [3] for “data scientists” [2] (formerly 
known as “statisticians”?). It is also 
motivating developments in software 
(e.g., Hadoop [7]) and even hardware 
(purportedly explaining Google’s inter-
est in the D-Wave “quantum computer” 
[4]). The pursuit of “Big Data” has drawn 
the attention of major players, including 
IBM Corporation, which defines “Big 
Data” in terms of “four V’s”: volume; 
variety; velocity; and veracity [5]. Lost 
in the “Big Data” tidal wave, though, 
are two key questions: need we use all 
the data; and need we use it all at once?

 “Big Data” is not an entirely new 
concept. Sample sizes and computing 
capabilities have always been in a race, 

leapfrogging each other. Until recently, 
faster CPUs and cheaper and more 
plentiful memory pushed computing 
capacity into the lead. The collection of 
vasts amounts of data on the Internet 
has now put sample size back in front, at 
least for the moment. In the past, when 
we had more data than capacity, we used 
subsamples and variable reduction tech-
niques (such as principal components 
analysis or stepwise regression). The 
tsunami of “Big Data” excitement may be 
causing us to lose sight of those options.

Why we need to use it all

Common arguments, either implicit or 
explicit, for the use of more and more data 
include the following: 

• We are paying to acquire and/or store it, 
so we should use it. This seems obvi-
ous, but the phrase “escalation of
commitment” comes to mind. There 
may also be an element of framing
bias. Does management tend to
ask “How will we use this data?”
when the question perhaps should
be phrased “How much of the data
should we use, and how should
we use it?” (“Escalation of commit-
ment”? “Framing bias”? Clearly I
spent too many years housed with

Subhashish Samaddar 
Founding	director	 of	GSU’s	
new MS in Analytics pro-
gram, Subhashish (Sub) Sa-
maddar, Ph.D., CAP, is a 
professor of Managerial Sci-
ences at the J. Mack Robinson 
College of Business. Dr. Sama-
ddar’s	 research	 and	 teaching	

interests are in the broad area of business analytics 
and operations management. A winner of multiple 
research awards at both the national and regional 
levels, Dr. Samaddar has published in all premier 
journals	 in	 his	 field	 including	 in	Management	
Science, Manufacturing and Service Operations 
Management, the Journal of Operations Manage-
ment, European Journal of Operations Research, 
and Decision Sciences among others. His research 
specializes in analytics, optimization, operations, 
information technology and decision strategy.

Paul A. Rubin
is Professor Emeritus of Man-
agement Science in the Eli 
Broad College of Business at 
Michigan State University. 
He holds degrees in mathemat-
ics (A.B., Princeton Univer-
sity; Ph.D., Michigan State 
University) and statistics 

(M.S.,	Michigan	State	University).	Dr.	Rubin’s	pri-
mary research interest is in the application of integer 
programming models and algorithms. His previous 
publications have appeared in IIE Transactions, 
Operations Research, Decision Sciences, European 
Journal of Operational Research, and various other 
journals perspicacious enough to accept them.

SUBHASHISH SAMADDAR, FEATURE EDITOR, Georgia State University
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ANALYTIC AND DATA SCIENCE

my school’s organizational behavior 
faculty.)

• Larger sample sizes yield more accurate
predictions and classications. There is
some truth to this, butperhaps not
as much as the forces behind “Big
Data” believe. Suppose that we are
trying to predict a response variable 
Y , and let X be a vector of all vari-
ables belonging to the union of two
sets: those that actually influence/
predict Y ; and those we believe in-
fluence/predict Y (and will include
in our model). The response is de-
termined by Y =      (X) + ε,  where             

gives the conditional mean of Y 
given  X and ε is random noise. We 
select a functional form (linear, log-
linear, . . . ) to predict Y . Let          be 
the function from that class that best 
approximates       , and let          be 
the estimate of         obtained using 
our sample data. Prediction error is  

where the first term is ε (the random 
noise), the second term is model 
bias and the third term is variously 
known as training, estimation or 
sampling error. Cranking up the size 
of the training sample reduces the 
training error but has no affect on 
noise or bias. Thus, as we expand 

the sample size, prediction error 
converges asymptotically to a non-
zero lower limit.

•  Someone would have to decide what/how 
much to use. This should actually not
be too difficult; stratified sampling,
cluster sampling etc. have been
around for years and are well under-
stood. The real difficulty may lie in
convincing a non-statistical superior
that a data deluge does not translate
into omniscience.

Why we do not need to use it all

Let me counter with some arguments why 
we might not want to use all available data.

• Volume competes with velocity. To adapt
to rapidly changing situations, we
need to be able to fit (and refit) mod-
els rapidly. Processing larger samples 
takes longer. A good decision arrived 
at in a timely manner is worth more
than a “perfect” decision reached too 
late to be useful.

• There is a cost/benefit trade-off. As
noted above, increasing the sample
size used in fitting a model reduces
prediction error, but prediction error
diminishes gradually toward a non-
zero asymptote. Figure 1a illustrates
this for three classification models:
linear regression; logistic regression;

and support vector machine (SVM, 
[11]). I fitted the models to increas-
ingly large samples from a simulated 
data source (which I coded in R [6]). 
The data generator deliberately dif-
fers from the fitted models in both 
the formula and predictors used, to 
simulate model bias, so the asymp-
totic error rate is not zero. Mean-
while, the time to fit a model (on a 3 
GHz, quad-core personal computer) 
increases at least linearly (and for 
some model types much faster than 
linearly) as a function of sample 
size. Figure 1b demonstrates this, 
with the support vector machine in 
particular having rapidly increasing 
fitting times. (Note that the sample 
size scale in both halves of Figure 1 
and the time scale in Figure 1b are 
logarithmic.) Regardless of the costs 
we associate with prediction errors 
and processing time, sooner or later 
the marginal gain in prediction error 
will be outweighed by the marginal 
pain of processing time.

• Too much variety can cause strange
effects. For example, John D. Cook
points out in a blog post [1] that as
the number of correlated features
(variables) grows, the projection of
the data onto individual features
can turn into “a tiny smudge near
the origin”. Throwing in too many

Figure 1. Effect of Sample Size
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submodel “voting” in a separate processor 
or thread and a single process combining 
the votes. In fact, not every submodel need 
be consulted; we might randomly select one 
(or a few) of the submodels, evaluate their 
predictions and combine just those.

Conclusion

Many of us were taught to fit a single model 
to all available data, or to fit a few compet-
ing models to the entire data set and select 
a winner. Both the volume and the velocity 
of “Big Data” may require us to reevaluate 
that approach. Sometimes smaller is better.
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CALL FOR PAPERS

CALL FOR PAPERS -
Special issue on ‘Identifying and Managing Critical 
Success Factors of Online Education’ 
Guest Editors: Sean Eom, College of Business, Southeast Missouri State University; and Nicholas J. Ashill, College of Business, 
American University of Sharjah, United Arab Emirates; and J. B. (Ben) Arbaugh, University of Wisconsin Oshkosh

Motivation and Background

We are entering a golden age of e-learn-
ing. E-learning could be at a ‘Tipping 
Point’ as American’s trust in the quality 
of e-learning grows, and the number of 
students who take at least one online 
course continues to increase. Now is the 
time to make e-learning more success-
ful. The success of an e-learning system 
can be measured in terms of learning 
outcomes and learner satisfaction, two 
dependent constructs that have been 
widely accepted in the e- learning litera-
ture. Learning outcomes are measured by 
progress on relevant objectives set by the 
instructor including progress on gaining 
factual knowledge, learning fundamental 
principles, and learning to apply what 
is learned to improve problem solving. 
Learner satisfaction is measured by the 
degree of satisfaction with perceived out-
comes of taking online courses, courses, 
and instructors.

• Review, critical analysis, and/or
meta-analysis of past research to
evaluate the current state of e-learn-
ing and to guide future directions for 
e-learning development

• Conceptual frameworks for e-learn-
ing

• Dimensions of e-learning systems
• Human dimension

• Learning outcomes and learner
satisfaction

• Development and validation of
measurement instruments

Review Process and Deadlines

Manuscripts for the special issue should 
be submitted after the authors have 
carefully reviewed DSJIE’s submission 
guidelines at http://dsjie.org/JournalM-
ission/tabid/84/Default.aspx. Authors 
submitting a manuscript should indicate 
that it is for the special issue on ‘Iden-
tifying and Managing Critical Success 
Factors of Online Education’.

Deadlines for the special issue are as 
follows:
 

June 15, 2015: Submission deadline for 
initial submission 
September 1, 2015: First-round deci-
sions on all submitted manuscripts 
November 1, 2015: Submission dead-
line for invited revisions 
December 15, 2015: Final decisions

For more information, please contact the 
editor (dsjie.editor@gmail.com). n

• Students: Self-Motivation, Per-
sonality, Learning Styles

• Instructors as Facilitators, Moti-
vators, Moderators

• Design dimension
• Learning models (Objectivism,

Constructivism, Collaborativ-
ism, Cognitive information
processing, Socioculturalism)

• Course content, structure, and
infrastructure

• Learning Management systems
and Information technology

• Technology platforms and tools
• Security considerations
• Collaborative meetings and

discussion tools
• Student-created instructional

materials
• Learner control and self-regulated 

e-learning
• Problem based learning
• Self-directed learning

• Impact of interactions on e-learning
outcomes

• Instructor-student
• Student-student
• Student-content/learning man-

agement system
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nothing less than the best. With your support and leader-
ship, we will continue to explore new 
heights this year. n

DSI CELEBRATES FIRST YEAR ANNIVERSARY

It is with great pleasure that the home of-
fice announce our 1st year anniversary at 
the University of Houston! On behalf of 
the Executive Committee and the Home 
Office Staff, we would like to thank Dean 
Latha Ramchand, C.T. Bauer College of 
Business, for her generosity, support, and 
hospitality over the past year. 

It was not an easy task moving 
the DSI home office from Georgia State 
University to the University of Houston, 
but with the dedication and support of 
the C.T. Bauer College of Business, the 
partnership has proven to be a very suc-
cessful venture with many accomplish-
ments.

To celebrate the first official year, 
President Marc Schniederjans and the Ex-
ecutive Committee presented an official 
token of appreciation to the Dean during 
the executive meeting on Friday, March 
6th, 2015. We plan to keep our institute 
and relationship growing with UH, and 
continue to provide our membership 

DSI Celebrates First Year Anniversary 
at University of Houston

From left:  President Schniederjans, Dean Ramchand, President 
Elect Swink, and Immediate Past President Ebrahimpour

From PRESIDENT’S LETTER, page 1

(and her staff) the DSI Home Office 
not only completed the move from 
Atlanta but now offers a variety of 
new social media services it has 
never offered the membership.   

• The DSI Board approved the launch 
of a new DSJ: Supply Chain Man-
agement journal to augment our
other fine publications.  Wiley, our
publisher has confirmed their sup-
port for the new journal and Ken
Boyer is heading up a committee to 
search for the new editor.

• The DSI Board approved the cre-
ation of a college structure that
will help improve membership
networking.  Three colleges where
initially approved with themes
including supply chain and op-

erations management, information 
technology/information systems, 
and business analytics/quantita-
tive methods.   More colleges will 
be added as we grow into a more 
diverse organization. 

• Under the leadership of ‘Jon Jas-
person and Home Office staff the
NOAH information system has
substantially been implemented
this year to begin providing select
services to support Institute and
Regional meetings in 2015. Further
advances in information support
are planned as new informational
needs are identified.

The Board has been busy on many 
fronts this year doing our best to bring DSI 
around from a state of decline to a growth 

oriented organization.   We have had to 
change some traditions and people’s at-
titudes to look at not where we were but 
where we are going.  This is a future-oriented 
organization, it is DSI 2.0.

Best wishes all, 

Marc J. Schniederjans
President, Decision Sciences Institute  n
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Putting on the Best Job Talk You Can: 
Guidelines and Tips for Doctoral 
Students
by Varun Grover, Ph.D., Clemson University

DOCTORAL STUDENT AFFAIR

You just got the email.  You have a 
campus visit.  Of course, you are 
relieved – since this means that 

you might actually get the job.  From the 
dozen preliminary interviews, at least 
one school shortlisted you into the list 
for their campus visit.  Once the initial 
excitement is over, you have some appre-
hension.  The campus visit is a different 
ball game.  Questions run through your 
mind.  Will they like me?  Will I blow my 
job talk?  What if I make a fool of myself?  
What if I can’t answer their questions?  
Your biggest apprehension however is 
regarding the job talk.  You know how 
this talk can make or break your visit.  
“Nail the job talk and you will nail the 
job” – is something you have repeatedly 
heard and observed at your school. 

 So, how should you deal with the 
job talk?  Let’s divide the talk into three 
stages and assess what needs to be done 
for each stage.  The first is “preparation.”  
The second is the “actual presentation.”  
Finally, we have “the questions.”  Of 
course, depending on your chosen for-
mat, questions could be interspersed 
with the talk itself.  Each stage can have 
its own set of guidelines and tips, but 
unequivocally the preparation stage is 
the most critical, as it sets you up for the 
other stages.

Preparation

As a doctoral student, an ongoing prepa-
ration for the job talk is getting familiar 
with the format, and atmosphere of a job 
talk, as well as the considerations for a 
good research presentation.  Hopefully, 
for the latter, you have attended research 

presentations at your institution as well as 
presentations art conferences.  In attend-
ing these, you have made mental notes 
of what a good presentation looks like.  If 
you have presented your research at your 
school and/or at a conference, hopefully 
you received some feedback and you have a 
sense of where your presentation strengths 
and weaknesses are.   Sometimes, despite 
sitting through innumerable presentations, 
you focus so much on the content, that you 
miss out on noting what the presenter is do-
ing to present well.  So, make a point to jot 
down notes on research presentations you 
see.  Observe successful tactics.  Observe 
dynamics with the audience.  See whether 
there are things that you can adopt – keep-
ing in mind that presentation tactics could 
be idiosyncratic.  What might work for 
one person may not work for another.  So, 
separating the general tactics and idiosyn-
cratic ones may be useful.  For instance, 
a speaker may ask the audience to hold 
questions until after the talk.   You might 
feel that is a good general tactic that would 
help maintain the flow and timing of the 
presentation.  On the other hand, a speaker 
might make his slides quite animated, with 
new things jumping in at every click.  You 
might feel that this particular tactic would 
not work for you, as you like to view things 
holistically and then systematically go 
through them.

 Getting familiar with the format and 
atmosphere of a job talk requires that you 
attend them at your institution.  Here too, 
you will observe what works and what 
does not.  You will see how candidates 
dress, the confidence they exude, the way 
they handle questions, the audience reac-

Varun Grover 
is the William S. Lee (Duke 
Energy) Distinguished Pro-
fessor of Information Systems 
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the	information	systems	field,	
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major refereed journals. Ten 
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researchers based on number of publications in 
the top Information Systems journals, as well as 
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20,000 citations to his work.  Dr. Grover is Senior 
Editor (Emeritus) for MIS Quarterly, the Journal 
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ous awards from USC, Clemson, AIS, DSI, Anbar, 
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and is a Fellow of the Association for Information 
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DOCTORAL STUDENT AFFAIR

tion to stylistic elements, and how they 
navigate out of difficult situations.  Observe 
keenly, and presume that you will be faced 
with a similar environment and format – 
typically around 1.5 hours in a room with 
faculty and possibly doctoral students as 
your audience.

 The most important preparation you 
can do is to set up your slide deck and get 
feedback from faculty.  Then, practice, prac-
tice, and practice.  Try to present to various 
audiences – your mirror, your family and 
friends, your fellow doctoral students, 
your advisor, other faculty, etc.  Take their 
feedback seriously and adjust.  As well as 
helping you fine-tune the content, this is an 
opportunity to rehearse your presentation 
tactics. Practice taking questions through-
out or asking for questions to be held till the 
end.  In both cases be cognizant of timing.  
It would reflect poor form if you set aside 
time for questions, but you leave no time 
and were forced to rush through the back-
end of the presentation. 

 In general, it is better to know the 
content of your research well, and not refer 
to notes.  This requires you to be comfort-
able with the research.  Go through each 
slide in your deck and envision questions 
that could be asked.  Be prepared for com-
mon questions – In what way does your 
dissertation contribute to the field?  If you 
were to do it all over again, what would 
you do differently?  In which journals do 
you expect to publish your research? What 
research related to your dissertation do you 
see yourself doing 5 years from now? 

 Just before you leave for the campus 
visit, do not hesitate to ask your contact 
about the talk – the room, the equipment 
(i.e., do you need to bring a laptop or just a 
memory stick), the duration, and the audi-
ence.  Hopefully, you will have enough time 
to set-up your slides and get comfortable 
with the room and equipment just before 
the talk.  And turn off your phone (not 
vibrate) before you start the presentation!

Actual Presentation

It is natural to be a bit nervous before 
the actual presentation.  Nerves (within 

limitations) can be good to keep you alert 
and at the top of your game.   However, 
keep in mind that no one in that room has 
invested as much time in understanding 
and contextualizing your research – so you 
are the expert!  

 It is usually good practice to start the 
talk by thanking your host institution and 
your key contact person.   Some people like 
to lighten the mood by starting off with 
something humorous.  That is fine, but 
limit the humor in the presentation – and 
avoid any humor that might be viewed as 
controversial (e,g., humor that requires a 
certain world view to appreciate). 

Some general heuristics to keep in mind for 
a good presentation:

• The best kinds of research presentations 
are those that appear to be simple, but it 
is obvious that a lot of work and thought 
has gone into them.

• Slides in general should not be clut-
tered, should be easily readable and
should make no more than three key
points.

• Frame your entire presentation by pro-
viding a (i) Roadmap of the presenta-

tion, (ii) a Roadmap of your Research 
Program (beyond the presentation), 
and (ii) a Roadmap (timeline) of your 
Completion.

• It’s usually good practice to be a bit
redundant in order to reemphasize key 
points.  Colloquially, “tell ‘em what
you’re gonna tell ‘em, tell ‘em, then tell 
‘em what you told ‘em.”

• Pitch the presentation at a high level,
but remember that many in the room
may not be in your area, and so too
much jargon without simple explana-
tions may turn them off.

• Be engaging – use illustrations and
examples when getting into complex
concepts to explain your point.

• If you start strong, try to maintain the
energy throughout the presentation.  Be 
aware of whether you are “fading out”
toward the end.

• Set up a time management system –
perhaps your cell phone or computer
clock can be noted at certain slides to
see whether you are sticking to your
schedule.
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misfolding: the examples of Alzheimer’s 
and Parkinson’s diseases.” Nature cell biol-
ogy 6(11): 1054-1061.

Shi, X., et al. (2011). “A sampling-based 
method for ranking protein structural 
models by integrating multiple scores and 
features.” Current Protein and Peptide Sci-
ence 12(6): 540-548.

Wang, Z., et al. (2009). “Evaluating the ab-
solute quality of a single protein model us-
ing structural features and support vector 
machines.” Proteins: Structure, Function, 
and Bioinformatics 75(3): 638-647. n

From RESEARCH OPPORTUNITIES, page 7

‘ Ask user for the row that contains head-
ers

header_msg1 = “Macro will enter a header 
called Last Scored”

header_msg2 = “in header row.  Enter 
header row number.”

header_row = InputBox(header_msg1 & 
header_msg2, “Header Row”)

If col_start = “” Or header_row = “” Or 
row_start = “” Then

  MsgBox (“One of the required entries 
is blank.  Try Again”)

  Exit Sub

End If

no_of_col = Cells(header_row, Columns.
Count).End(xlToLeft).Column

‘ Enter a header for the last date scored

Cells(header_row, no_of_col + 1) = “Last 
Scored”

‘ Get the last date column from the first 
row

date_col = Cells(1, Columns.Count).
End(xlToLeft).Column

‘ Loop through the rows and columns 

obtaining dates for any score > 0

For i = row_start To last_row

‘ Reset array size based on number of date 
columns. Also serves to erase previous 
array values

  ReDim date_array(date_col - col_start)

‘ Loop through columns in a given row

      For j = col_start To date_col

‘ Enter date in row 1 for any score > 0, oth-
erwise enter the beginning semester date

           If Cells(i, j).Value > 0 Then

                 date_array(j - col_start) = Cells(1, 
j).Value

           Else

                date_array(j - col_start) = Cells(1, 
1).Value

          End If

      Next j

‘ Use the max function to obtain the last 
date scored

  last_date = Application.Max(date_array())

‘ Enter the last date scored in its proper 
column, format as short date

  With Cells(i, no_of_col + 1)

    .Value = last_date

    .NumberFormat = “m/d/yyyy”

  End With

Next i

End Sub
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• Do not make disparaging comments
about a method or a theory.  You never
know who in that room might be deeply 
invested in the object of your dispar-
agement.

You can close your presentation by thank-
ing your audience and opening up the floor.  
Consider having your research model on 
the screen if you would like to encourage 
questions about your dissertation, or a 
summative slide (e.g., your research pro-
gram) on the screen to encourage broader 
questions.

The Questions

Questions offer the interviewing institution 
the opportunity to assess your competence 
and ability to think on your feet.  The 
whole presentation experience also serves 
as a demonstration of your ability to teach 
in the classroom and respond to student 
questions.  

 Even if you have taken questions 
throughout, after you have finished your 
talk, it is usual to open up the floor to 
questions.  There may be many hands that 
go up.  It is usually good practice to take 
questions from faculty first over graduate 
students (assuming you can distinguish 
between the two).  It is perfectly acceptable 
to take a few seconds to understand the 
question before responding – or even to ask 
for clarification.  If the question asks for jus-
tification of what you have done – the best 
response would include a rationale as well 
as citations of others that have followed the 
same approach.  If the question deals with 
your lack of consideration of some factors 
in your model – again the rationale and 
boundary conditions for your model can be 
described.  Be sensitive to methodological 
questions – and try to have detailed slides 
on things you did (e.g., testing of assump-
tions for statistical tests; validity and reli-
ability analysis for constructs) that you can 
readily display if the question is brought 
up.  Finally, if you are truly stumped with 
a question – do not pretend to know or 
try to obfuscate the issue by throwing out 
complex concepts.  Just say that you do not 
know – but are curious to learn more.

 Phew, it’s finally over and you have re-
ceived the ceremonial applause.  Now you 
can relax and (try to) enjoy the remainder 
of the interview process.  With one real job 
talk under your belt, the next one should 
be a bit easier….. n

From  CALCULATING LAST DATES, page 20
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Colleges and universities adminis-
tering Title IV financial aid from 
the US Department of Education 

must document student participation in 
courses in which students receive Title IV 
funds.  These funds comprise most of the 
financial aid offered to higher education by 
the federal government, and the amounts 
are substantial.  In 2013 Federal aid to 
colleges and universities exceeded $170 
million (The College Board, 2014).  Stu-
dents must enroll in courses to be eligible 
for Title IV money and those who do not 
remain enrolled in courses, or fail courses, 
are evaluated for repayment of all or a por-
tion of the grants and loans they receive 
on a prorated basis (Office of the Registrar, 
2012).  Date of last attendance in courses 
is a factor in repayment decisions, and has 
become an important record for many col-
lege administrators (University of Oregon 
Office of the Registrar, 2014).

 Determining accurate last dates of 
attendance (LDA) in large lecture classes 
can be a formidable task.  Many course 
management systems do not have embed-
ded processes to determine LDA, and 
manually checking hundreds of students to 
ascertain LDA is so time consuming that it 
becomes impractical.  Assessment of LDA 
in large classes becomes realistic with the 
establishment of: (1) a spreadsheet process 
that calculates LDA for individual students 
and (2) automation of that process to make 
it scalable for very large classes.  A suitable 
spreadsheet format and associated macro 
are presented in this article.  Attendance is 
often not taken in large lecture classes so an 
alternative indicator must be measured that 
indicates student engagement in courses, 

and is readily accessible in course manage-
ment systems.  Tracking grades in course 
assignments, quizzes, and exams satisfies 
both conditions, and can be an effective al-
ternative for student attendance in courses.

Scaling with Automation

One advantage of an automated process is 
that it can be applied to hundreds, or even 
thousands of students.  The ability to scale 
means that an LDA process does not have 
to concern itself only with students who 
must be evaluated with respect to Title IV 
funds.  It can be applied to everyone, so at 
reporting time, most recent dates of engage-
ment are available for everyone in the class.  
Here are the steps necessary to create an 
automated LDA macro in Microsoft Excel:

1. Establish a format for student records
that contains all students, all graded
course activities, and dates for all
graded assignments.

2. Evaluate all graded activities for all stu-
dents, capturing activity dates in arrays 
for all that have scores.

3. Calculate the last (most recent) date
involving scored activities for each
student.

4. Display the date of the most recent
graded activity in a spreadsheet field
or report.

Format Student Records

LDA measurements require student identi-
fiers, assignment dates, and graded scores 
assembled in rows and columns of a 
spreadsheet.  Large courses usually have 
more students than assignments, so enter-
ing students in rows and assignments/
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IN THE CLASSROOM
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dates in columns is likely the most efficient 
way to arrange the data.  A suitable format 
to prepare for automated listing of LDA is 
shown in Table 1.  

 Dates for assignments, quizzes, or 
exams are displayed in the first row, just 
above student scores.  The first date in the 
first row (cell A1) reflects the beginning of 
the semester, and is not associated with 
any graded activity.  Students who do not 
have any scores, or scores no greater than 
zero in all graded activities will show the 
beginning of the semester as their LDA.

There is no need to begin graded assign-
ments in the second column.  Any number 
of columns with student information can 
precede the grid of scored class assign-
ments, but assignments, exams, and quiz-
zes should be grouped together as shown in 
Table 1 (columns B, C, and D).  The number 
of assignments, quizzes, or exams available 
for analysis is limited only by the number 

of spreadsheet columns.  In Excel that limit 
is above 16000.  The author regularly calcu-
lates LDA with 80 to 90 individually graded 
clicker questions, and more than 110 graded 
activities in a semester.  Student enrollment 
typically exceeds 450 per semester.

There are two items of caution concerning 
spreadsheet configuration: 

1. Calculation of LDA based on grades
means that instructors should use global
grading capabilities of course manage-
ment systems with care.  Applying a
score to an entire class will produce an
attendance date for everyone on the
day of the globally graded course ac-
tivity whether or not students actually
engaged with the activity.

2. Scored activity dates must be on the first
row of the spreadsheet, and the begin-
ning semester date must be in the first
column of the first row.

Capture Dates for all Graded Activities 
with Scores above Zero

Date capture for all graded activities is the 
heart of LDA determination.  A date array 
is declared in the macro and each element 
of the array receives a date value for each 
scored column in a given row.  The date 
value is the date shown at the top of the 
column when each score is evaluated, as-
suming the score is greater than zero.  If the 
score is not greater than zero, the value of 
the array element is the first date of the se-
mester.  For example, the values of the first 
three date array elements when examining 
Stud_ID3 (row 5) in Table 1 would be Date_
Assg_1, Beginning Date, and Beginning 
Date since only the first assignment has a 
score above zero.  For Stud_ID6 (row 8) the 
value of the first three date array elements 
would be Beginning Date, Date_Assg_2, 
and Date_Ex1.  The date array hold dates 
for every scored activity, row by row.

Calculate the Latest Date

The latest (most recent) date is calculated 
through the spreadsheet application max 
function.  The highest date numbers are 
the most recent.

Display the Last Date of Attendance

In each row, the calculated last date of a 
submission with a score greater than zero 
(LDA) is entered in the column to the right 
of the scoring grid.  Values of the date array 
are cleared before a new row (new student) 
is evaluated.  Macro output is shown in 
Table 2.

A flowchart for the Excel macro calculating 
LDA and inserting it in the last column of 
each student row is shown in Figure 1.  The 
program obtains the worksheet row and 
column where grades first appear, as well 
as the proper row to enter a header desig-
nating LDA.  Excel formulae determine the 
number of rows to evaluate and the column 
that will receive the LDA list.  Each cell 
with a score is examined, and an appropri-
ate date is placed in a corresponding date 
array element.  Code assumes dates are 
listed in the first row.  There are two loops 
in the program.  The first captures all rows 

Table 1.  Spreadsheet Format of Student IDs, Scores, and Assignment Dates

Table 2.  Spreadsheet after LDA Macro

IN THE CLASSROOM
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(students) in the course, and the second 
moves through all graded columns in a 
given row (assignments).  As the column 
loop is completed, a max function calculates 
the highest (most recent) date, and that 
date is entered in the column immediately 
following the scoring grid.

Benefits of Spreadsheet Automation 
of LDA

The spreadsheet macro can be used with 
all course management systems since all 
systems can export a grid of students and 
activity scores suitable for spreadsheet 
import.  The automated spreadsheet is also 
versatile.  Variables and functions permit 
the user to declare the first column of the 
scoring grid, and the first row with student 
scores.  Those variables are used in calcula-
tions to determine numbers of rows and 
columns needed to encompass all students 
and all scores.  Declaring the user supplied 
data as variant data types in the macro al-
lows them to accept empty spaces as well 
as numbers, which provides a path to exit 
the macro if the user cancels an input box.  
Canceling an input box inserts a null string 
into the variable associated with it.

 The scalability of the macro allows 
it to work with any number of students 
and any number of graded activities.  Re-
dimensioning the date array insures the 
proper number of elements, and clears date 
array values at the start of each new row.  
Creation of an LDA column as the right-
most column in the worksheet means letter 
grades can be computed just before listing 
LDA, producing a convenient format for 
reporting.

 The complete Excel Macro, with com-
ments, follows.  It can be typed into an Excel 
module creating the macro FindLastDate.  
The macro can then be run through the 
Developer ribbon in Excel.

Excel Macro FindLastDate

Option Explicit

Dim i, j, last_row, no_of_col, date_col As 
Integer

Dim col_start, row_start, header_row As 

Variant

Dim last_date, date_array() As Long

Dim header_msg1, header_msg2 As String

‘ This macro will enter the last date in 
which a student received a score for an 
assignment.

‘ First line must contain dates for assign-
ments.

‘ First column of first line should contain 
a date for the beginning of the semester.

‘ Macro gets the last row involved in cal-
culations from the first column

‘ If there are no scores > 0, the beginning 
semester date is entered.

Sub FindLastDate()

‘ Ask user to enter column in which grades 
first appear.  Macro determines last occu-
pied row in the first column.

col_start = InputBox(“Enter the column 
number of the first dated assignment in 
the worksheet”, “First dated column”, 2)

last_row = Cells(Rows.Count, 1).End(xlUp).
Row

‘ Ask user to enter row in which grades 
first appear.

row_start = InputBox(“Enter the row 
number of the first scored.”, “First row 
scored”, 3)

Figure 1.  Flowchart for LDA Calculation

IN THE CLASSROOM
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Carol J. Latta Memorial DSI Emerging Leadership Award 
for Outstanding Early Career Scholar
The Carol J. Latta Memorial DSI Emerging 
Leadership Award for Outstanding Early 
Career Scholarship will be awarded annu-
ally at the DSI Annual Meeting to an early 
career scholar in the Decision Sciences field 
who has served the Institute and its goals. 
The recipient will receive a plaque and a 
token financial award, which is funded by 
DSI and the Carol J. Latta Memorial Fund. 

 To be eligible for consideration, the 
applicant must be nominated by a faculty 
member or academic administrator. Nomi-
nators must submit a nomination letter 
describing the basis for the recommenda-
tion along with the candidate’s curriculum 
vita. Recommendations may be sent elec-
tronically to info@decisionsciences.org with 
Carol Latta Memorial Award in the subject 

line. Paper nominations may be sent to: 

Carol Latta Memorial Award, Decision 
Sciences Institute, ATTN: Ms. Dana Evans, 
C.T. Bauer College of Business, 334 Melcher 
Hall, Suite 325, Houston, Texas 77204-6021. 
All nominations must be received by Octo-
ber 19, 2015.

Award Criteria

 This award shall go to an emerging 
scholar in the decision sciences disciplines 
who has earned his or her terminal degree 
(e.g. PhD, DBA, etc.) in the previous five (5) 
years. Evidence of excellence in research, 
teaching, and/or service to DSI may be 
provided as an appendix to the recom-
mendation letter (limited to five pages, 

Please do not include full journal articles.). 
Such evidence may include documenta-
tion regarding Institute-related profes-
sional service (DSI committees, reviewing, 
session chair, track chair, etc.), teaching 
performance (teaching award, new course 
development, etc.), and scholarly research 
(publications in Decision Sciences, Decision 
Sciences Journal of Innovative Education, 
and other highly-regarded journals in the 
decision sciences field and presentations 
at DSI meetings). The awardee must be a 
member of the Institute in good standing. 

Please share this email with your junior 
faculty members and consider their recom-
mendation.  n
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CONSORTIA:

PhD Students Consortium Post-Proposal Defense 
Stage 
G Keong Leong  
California State University DH 
gkleong@csudh.edu 
Marcus Rothenberger  
University of Nevada Las Vegas 
Marcus.Rothenberger@unlv.edu

PhD Students Consortium Pre-Proposal Defense 
John Olson  
University of St.Thomas 
jrolson2@stthomas.edu  
Scott Swenseth 
University of Nebraska 
Sswenseth1@unl.edu

New Faculty Development Consortium 
Constantin Blome 
University of Sussex 
cblome@sussex.ac.uk 
Rohit Verma  
Cornell University 
Rv54@cornell.edu

Mid-Career Faculty Development Consortium 
Gyula Vastag  
National University of Public Service Hungary  
gvastag@gmail.com

AWARDS COMPETITIONS:

Best Paper Awards Competition 
Soumen Ghosh  
Georgia Tech 

Soumen.ghosh@schller.gatech.edu

Instructional Innovation Award 
Mahyar Amouzegar  
California State Polytechnic University Pomona 
mahyar@csupomona.edu

Best Lean Enterprise Paper Awards Competition 
Rita D’Angelo  
D’Angelo Advantage LLC 
dangeloadvantage@gmail.com 
Sriram Narayanan 
Michigan State University 
narayanan@broad.msu.edu

Best Teaching Case Studies Awards 
Tanja Mihalic  
University of Ljubljana 
Tanja.Mihalic@ef.uni-lj.si 
Burhan Yavas  
California State University DH 
byavas@csudh.edu

Elwood S. Buffa PhD Dissertation Award 
Anthony Ross  
University of Wisconsin-Milwaukee 
antross@uwm.edu

WORKSHOPS/PANELS:

How to Publish in Top Tier Journals 
Ram Narasimhan  
Michigan State University  
narasimh@broad.msu.edu

How to Review to Become Editor of a Journal 
Johnny Rungtusanatham 
Ohio State University 

Rungtusanatham1@osu.edu

Making Statistics in Business Schools More 
Effective Consortium 
Robert (Bob) Andrews  
Virginia Commonwealth University  
randrews@vcu.edu

Publishing in DSJ 
Nalian Suresh  
University of Buffalo 
ncsuresh@buffalo.edu

Publishing in DSIJIE 
Vijay Kannan  
Utah State University 
Dsjie.editor@gmail.com

Meet the Editors of DSI publications 
Thomas Stafford  
Memphis State University 
tstafford@memphis.edu

Meet the Editors of Non-DSI Journals 
Dan Guide  
Journal of Operations Management 
Pennsylvania State University 
dguide@psu.edu

Regional Contacts - Asia 
Honghui Deng  
University of Nevada Las Vegas 
Honghui.deng@unlv.edu

Europe 
Constantin Blome 
University of Sussex 
cblome@sussex.ac.uk  n



Past DSI Presidents 

2013-2014 - Maling Ebrahimpour, University of South Florida-St. Petersburg 

2012-2013 - E. Powell Robinson, Jr., University of Houston 

2011-2012 - Krishna S. Dhir, Berry College 

2010-2011 - G. Keong Leong, University of Nevada, Las Vegas 

2009-2010 - Ram Narasimhan, Michigan State University 

2008-2009 - Norma J. Harrison, Macquarie Graduate School of Management 

2007-2008 - Kenneth E. Kendall, Rutgers University 

2006-2007 - Mark M. Davis, Bentley University 

2005-2006 - Thomas E. Callarman, China Europe International Business School 

2004-2005 - Gary L. Ragatz, Michigan State University 

2003-2004 - Barbara B. Flynn, Indiana University 

2002-2003 - Thomas W. Jones, University of Arkansas-Fayetteville 

2001-2002 - F. Robert Jacobs, Indiana University-Bloomington 

2000-2001 - Michael J. Showalter, Florida State University 

1999-2000 - Lee J. Krajewski, University of Notre Dame 

1998-1999 - Terry R. Rakes, Virginia Tech 

1997-1998 - James R. Evans, University of Cincinnati 

1996-1997 - Betty J. Whitten, University of Georgia 

1995-1996 - John C. Anderson, University of Minnesota-Twin Cities 

1994-1995 - K. Roscoe Davis, University of Georgia 

1993-1994 - Larry P. Ritzman, Ohio State University 

1992-1993 - William C. Perkins, Indiana University-Bloomington 

1991-1992 - Robert E. Markland, University of South Carolina 

1990-1991 - Ronald J. Ebert, University of Missouri-Columbia 

1989-1990 - Bernard W. Taylor, III, Virginia Tech 

1989-1990 - Bernard W. Taylor, III, Virginia Tech 

1988-1989 - William L. Berry, Ohio State University 

1987-1988 - James M. Clapper, Aladdin TempRite 

1986-1987 - William R. Darden, Deceased 

1985-1986 - Harvey J. Brightman, Georgia State University 

1984-1985 - Sang M. Lee, University of Nebraska-Lincoln 

1983-1984 - Laurence J. Moore, Virginia Tech 

1982-1983 - Linda G. Sprague, China Europe International Business School 

1981-1982 - Norman L. Chervany, University of Minnesota-Twin Cities 

1979-1981 - D. Clay Whybark, University of North Carolina-Chapel Hill 

1978-1979 - John Neter, University of Georgia 

1977-1978 - Charles P. Bonini, Stanford University 

1976-1977 - Lawrence L. Schkade, University of Texas-Arlington 

1975-1976 - Kenneth P. Uhl, Deceased 

1974-1975 - Albert J. Simone, Rochester Institute of Technology 

1973-1974 - Gene K. Groff, Georgia State University 

1972-1973 - Rodger D. Collons, Drexel University 

1971-1972 - George W. Summers, Deceased 

1969-1971 - Dennis E. Grawoig, Deceased 
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Current DSI Fellows 

Adam, Everett E., Jr. 

Anderson, John C. 

Benson, P. George 

Beranek, William 

Berry, William L. 

Bonini, Charles P. 

Brightman, Harvey J. 

Buffa, Elwood S.* 

Cangelosi, Vincent* 

Carter, Phillip L. 

Chase, Richard B. 

Chervany, Norman L. 

Clapper, James M. Collons, 

Rodger D. 

Couger, J. Daniel* 

Cummings, Larry L.* 

Darden, William R.* 

Davis, K. Roscoe 

Davis, Mark M. 

Day, Ralph L.* 

Digman, Lester A. 

Dock, V. Thomas 

Ebert, Ronald J. 

Ebrahimpour, Maling 

Edwards, Ward 

Evans, James R. 

Fetter, Robert B. 

Flores, Benito E. 

Flynn, Barbara B. 

Franz, Lori S. 

Ghosh, Soumen 

Glover, Fred W. 

Gonzalez, Richard F. 

Grawoig, Dennis E.* 

Green, Paul E. 

Groff, Gene K. 

Gupta, Jatinder N.D. 

Hahn, Chan K. 

Hamner, W. Clay 

Hayya, Jack C. 

Heineke, Janelle 

Hershauer, James C. 

Holsapple, Clyde 

Horowitz, Ira 

Houck, Ernest C.* 

Huber, George P. 

Jacobs, F. Robert Jones, 

Thomas W. 

Kendall, Julie E. 

Kendall, Kenneth E. 

Keown, Arthur J. 

Khumawala, Basheer M. 

Kim, Kee Young 

King, William R. 

Klein, Gary 

Koehler, Anne B. 

Krajewski, Lee J. 

LaForge, Lawrence 

Latta, Carol J.* 

Lee, Sang M. 

Luthans, Fred 

Mabert, Vincent A. 

Malhotra, Manoj K. 

Malhotra, Naresh K. 

Markland, Robert E. 

McMillan, Claude 

Miller, Jeffrey G. 

Monroe, Kent B. 

Moore, Laurence J. 

Moskowitz, Herbert 

Narasimhan, Ram 

Neter, John 

Nutt, Paul C. 

Olson, David L. 

  Perkins, William C. 

  Peters, William S. 

  Philippatos, George C. 

  Ragsdale, Cliff T. 

  Raiffa, Howard 

  Rakes, Terry R. 

  Reinmuth, James R. 

  Ritzman, Larry P. 

  Roth, Aleda V. 

  Sanders, Nada 

  Schkade, Lawrence L. 

  Schniederjans, Marc J. 

  Schriber, Thomas J. 

  Schroeder, Roger G. 

  Simone, Albert J. 

  Slocum, John W., Jr. 

  Smunt, Timothy 

  Sobol, Marion G. 

  Sorensen, James E. 

  Sprague, Linda G. 

  Steinberg, Earle 

  Summers, George W.* 

  Tang, Kwei 

  Taylor, Bernard W., III 

  Troutt, Marvin D. 

  Uhl, Kenneth P.* 

  Vakharia, Asoo J. 

  Vazsonyi, Andrew* 

  Voss, Christopher A. 

  Ward, Peter T. 

  Wasserman, William 

  Wemmerlov, Urban 

  Wheelwright, Steven C. 

  Whitten, Betty J. 

  Whybark, D. Clay 

  Wicklund, Gary A. 

  Winkler, Robert L. 

    Woolsey, Robert E. D. 

    Wortman, Max S., Jr.* 

    Zmud, Robert W. 

*Deceased

In order for the nominee to be considered, the nominator must submit in electronic form a full vita of the nominee 

along with a letter of nomination which highlights the contributions made by the nominee in research, teaching 

and/or administration and service to the Institute. Nominations must highlight the nominee’s contributions and 

provide appropriate supporting information which may not be contained in the vita. A candidate cannot be 

considered for two consecutive years. 

Send nominations to: 

Chair of the Fellows Committee 

Decision Sciences Institute 

C.T. Bauer College of Business 

334 Melcher Hall, Suite 325 

Houston, TX 77204-6021 

info@decisionsciences.org 
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CREDIT CARD INFORMATION: ❏ Visa ❏ MC ❏ AmEx ❏ Disc.

Total amount $__________________

Card No. _________________________________ Expires: ___ /___

Card Holder’s Name ____________________________________________

Signature ____________________________________________________
(Please Print)

Decision Sciences Institute  
Application for Membership

Name, Institution or Firm

Address (  Home  Business)

Phone Number

Dues Schedule: ___ Renewal ___ First Time ___ Lapsed
(circle one)    U.S./Can. International

Regular Membership  ......................................$160 ............... $160
Student Membership  ........................................$0 ...................... $0
(Student membership requires signature of sponsoring member.)

Emeritus Membership  .....................................$35 ...................$35
(Emeritus membership requires signature of member as a declaration of emeritus 

status.)

Institutional Membership  ..............................$160 ............... $160
(You have been designated to receive all publications and special announcements  

of the Institute.)

Please send your payment (in U.S. dollars) and application to: Decision 
Sciences Institute, University of Houston, 334 Melcher Hall, Suite 325, 
Houston, TX  77204-6021. Phone:  713-743-4815, Fax: 713-743-8984, 
or email dsi@bauer.uh.edu.

Decision Sciences Institute

INSTITUTE CALENDAR

n OCTOBER 2015
October 25
All papers and proposals must be submitted 
electronically on or before this date for the 
2015 NEDSI conference in March

n MARCH 2015
March 20 - 22
The 2015 Annual Meeting of the Northeast-
ern DSI Region will be held in Cambridge, 
MA

March 31 - April 3
The 45th Annual meeting for WDSI will be 
held in Lahaina, Hawaii at the Westin Maui 
Resort and Spa

n NOVEMBER 2015
November 21 - 24
The 46th Annual Meeting of the Decision 
Sciences Institute will be held in Seattle, 
Washington at the Sheraton Seattle Hotel




