The rapid advancement of data analytics technologies make it easier for business practitioners to apply data mining techniques. The visualization capability of data analytics tools is very helpful for businesses to understand the big data and evaluate models perforce. This paper analyzes the 2012 and 2014 bank direct marketing datasets to illustrate how the predictive analytics tool can efficiently and effectively provide more, better business insights.
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INTRODUCTION

This paper uses a predictive analytics tool to gain insights of two sets of data related bank direct marketing. Moro et al (2011, 2014) collected the first dataset (labeled as “2012 bank direct marketing”) from a Portuguese bank’s 17 term deposit campaigns from May 2008 to November 2010; the second dataset (labeled as “2014 bank direct marketing) was collected from 2008 to 2013. The 2012 dataset was mainly focused on the client information, while the 2014 dataset included some economic and financial factors because the authors felt the financial crisis during the data collection period affected client decisions. Moro et al. (2011, 2014) used data mining techniques to build models that can explain the success of a telemarketing call i.e., the contacted client subscribed the deposit.

For decades, academic and business researchers have been interested in business intelligence (BI) and data mining (DM) to analyze data, make better decisions and improve business performance. The foundation of predictive analytics is statistics and data mining. Due to the success achieved in businesses and advance of technology, predictive analytics continues to be an exciting area of research (Chen et al., 2012).

Lund et al. (2013) addressed the potential of big data analytics to raise productivity is one of the five opportunities for US economic growth. Advanced predictive analytics capabilities may provide a critical solution to help companies meet productivity challenge, improve decision making and gain valuable insights to market share and reduce costs. Shmueli and Koppius (2011) stated that predictive analytics not only assisted in creating practically useful models, but
also played an important role alongside explanatory modeling in theory building and theory testing. U.S. Direct Marketing Association (DMA) reported that business linked to marketing activities generated revenues grew 35% from $156 billion in 2012 to $202 billion in 2014 and created 650K U.S. jobs (Urbanski, 2016).

According to Experian Data Quality, a global consulting firm, the challenges with respect to big data and data analytics are: gain insight quickly; get enough data; and maintain accurate data (Experian, white paper). Current business analytics tools can automatically select maximum contributory variables of predictive models, apply data mining algorithms for modeling and visualize the characteristics of the data and evaluate performance of the models generated. The predictive analytics tools can quickly identify the contributions of the variables in the dataset and the significance of each category. This information has profound impact on business strategies and actions. Next we will compare the analytical results of the 2012 and 2014 bank direct marketing datasets to show the importance of using sufficient data to build predictive models.

RESEARCH METHODOLOGY

We use SAP Business Objects Predictive Analytics to analyze the two sets of the bank direct marketing data (Moro, 2014). We want to investigate if this predictive analytics tool is capable of gaining insights of the data efficiently and revealing more valuable, actionable clues. First, we use the predictive analytics tool to automatically select the most relevant variables and create a logistic recreation model. Then we apply two data mining classification algorithms, namely data tree (R-CNR Tree) and neural network (R-NNET Neural network). The purpose of this research is to figure out which features or explanatory variables will provide maximum insights of the marketing campaign. Therefore, in this case, interpretation of the campaign performance is of the most interest, the accuracy of the predictive model is of the secondary interest.

RESEARCH RESULTS AND DISCUSSION

The SAP analytics tool generate the following overview of the two sets of bank campaign data:

<table>
<thead>
<tr>
<th>Features</th>
<th>2012 data</th>
<th>2014 data</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of explanatory variables</td>
<td>16</td>
<td>20</td>
</tr>
<tr>
<td>Number of records</td>
<td>45,211</td>
<td>41,188</td>
</tr>
<tr>
<td>Target key</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>No-frequency</td>
<td>88.27%</td>
<td>88.7%</td>
</tr>
<tr>
<td>Yes – frequency</td>
<td>11.73%</td>
<td>11.3%</td>
</tr>
</tbody>
</table>

Comparing these two datasets, the 2012 dataset has about 4,000 more records, while the 2014 dataset has 4 more variables. The business goal of the direct marketing campaign is a client responded “Yes” and subscribed the term deposit after receiving the phone call. The success rate in 2012 dataset is 0.4% higher than that in 2012. Should the bank use more or less data variables?

Models for 2012 Data

Statistical Logistic Model
We use SAP predictive analytics tool to automatically create statistical logistic model for the 2012 bank direct marketing dataset. The selected most relevant contributory variables are the same as Moro (2011) results.

Figure 1: Selected contributory variables for 2012 data

![Selecting Contributory Variables](image)

Independent or Explanatory variables in the order of their contribution to the prediction are listed below:

1. duration: last contact duration, (in seconds)
2. month: last contact month of year
3. pdays: number of days that passed by after the client was last contacted from a previous
4. poutcome: outcome of the previous marketing campaign
5. housing: has housing loan or not
6. previous: number of contacts performed before this campaign and for this client
7. contact: contact communication type
8. age: age of the customer
9. day: last contact day of the month
10. balance: average yearly balance, in euros

The SAP predictive analytics tool also evaluates the significance of each explanatory variable. For example, as shown in Figure 2, the most effective telemarketing contact duration is around 12 to 19 minutes. If the contact duration is 1 minute or less, the effectiveness is below average. Figure 3 shows that the most effective months contacting clients are March, October and September. If clients are contacted in May, the success rate is below average.
We also use the SAP tool to evaluate the model performance. The business performance metrics are shown in two formats: curve chart and column chart (Figures 4 and 5). The charts indicate the prediction power of the generated model, compared to the random model and the perfect model. If we select 15% of the population, then the hypothetical perfect model will identify 100% of the target (positive response), while the generated predictive model may identify 65.3% of the targets. When 35% of the population are selected, the predictive model may identify over 90% of the targets. The model performance in column chart is easier to read than the traditional Curve chart.
Data Mining Models

We use two data mining approaches, namely decision Tree with R-CNR Tree algorithm and neural network with NNET Neural Network algorithm to build classification models. Although our primary interest is to find the variables which contribute to the success of the campaign most, we are also interested in the accuracy of the predictive model. The decision tree model generated is easier to understand with a little higher accuracy compared with the neural network model. The three most contributory variables used for both algorithms are: duration, month, and pdate. Additional input variables improve the model accuracy slightly.
Figure 6: Decision tree model generated for 2012 data

Figure 7 shows the confusion table generated to evaluate the performance of decision tree model. The calculation of the accuracy of the decision tree model uses the following formula:

\[
\text{Model accuracy} = \frac{\text{true positive} + \text{true negative}}{\text{true positive} + \text{true negative} + \text{false positive} + \text{false negative}}
\]

The accuracy of the decision tree model is: \( \frac{2254+3580}{2254+3580+3035+1342} = 0.9 \)

Figure 7: Confusion matrix for decision tree model on 2012 data

<table>
<thead>
<tr>
<th>Actual / Predicted</th>
<th>no</th>
<th>yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>no</td>
<td>38580</td>
<td>3035</td>
</tr>
<tr>
<td>yes</td>
<td>1342</td>
<td>2254</td>
</tr>
</tbody>
</table>

Derivatives

<table>
<thead>
<tr>
<th>Derivative Class</th>
<th>Precision</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Negative Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>no</td>
<td>0.97</td>
<td>0.93</td>
<td>0.63</td>
<td>0.43</td>
</tr>
<tr>
<td>yes</td>
<td>0.43</td>
<td>0.63</td>
<td>0.90</td>
<td>0.07</td>
</tr>
</tbody>
</table>
Figure 8 shows the confusion table generated to evaluate the performance of neural network model. The accuracy of the neural network model is: \( \frac{1360 + 38860}{1360 + 38860 + 3929 + 11062} = 0.89 \)

Figure 8: Confusion matrix for neural network model on 2012 data
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**Derivatives**

<table>
<thead>
<tr>
<th>Derivative Class</th>
<th>Precision</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Negative Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>no</td>
<td>0.97</td>
<td>0.91</td>
<td>0.56</td>
<td>0.26</td>
</tr>
<tr>
<td>yes</td>
<td>0.26</td>
<td>0.56</td>
<td>0.91</td>
<td>0.97</td>
</tr>
</tbody>
</table>

**Models for 2014 Data**

**Statistical Logistic Model**

We use the SAP predictive analytics tool to automatically select the most contributory input variables depicted in Figure 9.

Figure 9: Selected contributory variables for 2012 data
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The 2014 dataset uses a few more social and market variables:

1. nr.employed: number of employees - quarterly indicator
2. euribor3m: euribor (Euro Interbank Offered) 3 month rate - daily indicator
3. emp.var.rate: employment variation rate - quarterly indicator
4. cons.price.idx: consumer price index - monthly indicator
5. **cons.conf.idx: consumer confidence index - monthly indicator**

These input variables turned out to be more important than the bank’s client data. We notice there is a strong negative correlation of 0.96 between “number of employees” and “euribor 3 month. Figure 10 shows the curve chart to evaluate the model performance. When 15% of the population are selected, the predictive model may identify 68.5% of the targets. The model may identify 90% of the targets when 25% of the population are selected.

![Figure 10: Model performance in curve chart](image)

**Data Mining Models**

We also use decision Tree with R-CNR Tree algorithm and neural network with NNET Neural Network algorithm to build classification models for 2014 dataset. The most contributory variables used for both algorithms are: nr.employed, duration, euribor3m and pdate. The model accuracy for the 2014 data is a little higher than the 2012 data, but the true positive rate is above 50%.

Figure 11 and 12 show the confusion tables generated to evaluate the decision tree model and the neural network model. From these tables we can calculate the accuracy of the decision tree model is .91 (vs. .9 for 2012 data), and the accuracy of neural network model is .9 (vs. .89 for 2012 data). We also compare the decision tree and neural network models performance for the 2014 data with the contributory variables identified from the 2012 data. The model accuracies are the same: 91, but using nr.employed, duration, euribor3m and pdate as input variable achieved hither true desired outcome compared to using duration, month, pdays as input variables for both decision tree model and neural network model on 2014 data.
Figure 11: Confusion matrix for decision tree model on 2014 data
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Figure 12: Confusion matrix for neural network model on 2014 data

![Confusion matrix for neural network model](image)
The 2014 bank direct marketing dataset selected four more explanatory variable data, such as, nr.employed, euribor3m, emp.var.rate, cons.price, cons.conf.idx, which contribute to build better, more accurate predictive model to hit the target. This indicates the importance of collect and select more relevant data to build the predictive model. Moro et al. (2014) saw the impact of financial crisis on the effectiveness of bank direct marketing campaign so they included more dependent variables for their data mining process. This further indicated that the bank’s database should collect and store sufficient and accurate data for the current need but also prepare for any economic, financial and consumer behavior changes. The advancement of predictive analytics techniques can handle more data with higher speed and enhanced visualization.

CONCLUSION

Predictive analytics has drawn interests from academic and business researchers for decades. The advancement of computing power, especially graphics capabilities have made predictive analytics more applicable to business practitioners. The competitive business environment demands researchers quickly gain insights of the massive data and turn data into actions. With the help of the predictive analytics tools, this goal is more achievable. This paper shows a case of using SAP predictive analytics tools to predict clients' responses to a bank’s term deposit campaigns. By comparing the data analytics results of the 2012 and 2014 bank direct marketing datasets, we proved the importance of collecting and including more relevant data variables in data mining processes. The modern data storage and execution capabilities can easily accomplish these tasks. To prepare for the rapid changes in the business environment, business should collect and store relevant data as much as possible, not just for current data analytics needs but also prepare for the future needs.
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