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A Blockchain Ecosystem for Safer Circular Lithium-ion Battery Supply Chains: A Performance-
based Theoretical Perspective

Zhuowen Chen
Worcester Polytechnic Institute
Zchen14@wpi.edu

Abdullah Yildizbasi
Worcester Polytechnic Institute
ayildizbasi@wpi.edu

Joseph Sarkis
Worcester Polytechnic Institute
jsarkis@wpi.edu

ABSTRACT

The circular lithium-ion battery (LIB) supply chain presents challenges in safety, transparency,
and efficiency. Blockchain technology offers the potential to enhance safety management by
tracking battery movement. However, a research gap exists in applying blockchain for safety in
this circular supply chain. This necessitates exploring blockchain's role in safety, guided by
strong theoretical frameworks. To address this gap, we propose a theory-supported blockchain
application for the circular LIB supply chain, aiming to improve safety. Our approach involves a
comprehensive blockchain ecosystem with an architecture tailored for safety. It emphasizes
stakeholder engagement and a safety measurement matrix. Theoretical-based propositions
provide insights for research and practical blockchain use. This study highlights the need for
theoretical exploration, refined blockchain architecture, and safety prioritization for a secure
circular economy. Empirical investigation is essential, outlining areas like safety performance
assessment. Practical implications span businesses, policies, and circular economy
advancement. While this research lays the groundwork for applying blockchain to circular supply
chain safety, limitations exist due to spatial constraints. Specific inquiries, like blockchain
implementation algorithms, were not addressed. The blockchain architecture needs further
development. In conclusion, our research contributes by proposing blockchain for circular
supply chain safety management. The model integrates practical strategies and theoretical
insights, paving the way for blockchain in LIB safety and beyond.

KEYWORDS: Blockchain, Lithium-ion battery, Stakeholder theory, Circular economy,
Performance measurement
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ABSTRACT

The deceased-donor organ allocation system is going through a major overhaul in the United
States. Going forward, all the organ allocation systems (including the liver) will be based on a
Continuous Distribution framework. We develop a novel analytical method to model the supply
(deceased donors)-to-demand (waiting list patients) ratio at a transplant program. We integrate
it into a set-partitioning optimization model to design an equitable allocation policy under the
new policy framework. Using a simulation model, we illustrate the benefits of our model in
achieving geographic equity over the current and other “one-size-fits-all” type policies.

KEYWORDS: Liver allocation, Healthcare policy, Geographic disparity, Applied
probability, and Operations research
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ABSTRACT

This study presents a green crowdsourcing mobile application (App) innovation, named Dilivari,
which responds to a multi-embedded groceries supply chain coordination problem linked to
people, profitability, and environmental managementin South Africa. The application was
developed using a qualitative computer programming approach, informed by a design science
methodology. The computer experimental research strategy reveals a functional mobile
application that responds to the needs of the multi-embedded supply chain coordination problem
related to the groceries. Theoretically, the innovation extends existing crowdsourcing frameworks
beyond what might normally be expected of coordination theories and includes profitability,
reduction of congestion and environmental sustainability.

KEYWORDS: Green Crowdsourcing App, Grocery Supply Chain, Supply Chain
Coordination, Design Science

INTRODUCTION

The importance of the development of an appropriate crowdsourcing application (App) for
groceries can never be understated as it contributes towards balancing people, profitability,
environment, and economic development. It is the 13" highest sustainable development goal
(SDG 13) of the United Nations (UN) and is widely recognised by policymakers, professional
funding bodies and scholars as one of the critical, interminable, and intractable global challenges
that require innovation and cohesive efforts from all community stakeholders (Mkansi, 2013). The
Dilivari App provides a collaborative process for meeting requirements for the distribution of
groceries in South Africa. The innovation solves problems of poverty alleviation together with
supporting environmental sustainability. The App solves contemporary problems in developing
countries innovatively and creatively by collecting information using a crowdsourcing approach.
As an improvement to the existing crowdsourcing Apps the critical aspects of congestion and
environmental management have been incorporated (Stol & Fitzgerald, 2014). This will be useful
in Africa, where some of the greatest challenges for growth and development are unemployment,
environmental management, inadequate capacity to coordinate groceries, warehouses,
households, industry, academia, and corporations’ contribution to a shared agenda towards the
transformation. The role of every segment of society, including academics and industry is
imminent because governments' budgets are shrinking and non-government bodies are grappling
with limited funds post Covid-19, which wreaked havoc in most African economies. Recognising
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the transformational power of innovation and social-embedded solutions in creating social value
for people of all age groups is a global opportunity recognised by both the African Union Agenda
2063 and UN priority (African Union, n.d).

LITERATURE REVIEW

The green crowdsourcing App provides a collaborative process (Beck et al., 2022), problem-
solving (Bassi et al., 2020), creativity, innovation, knowledge capture (Franzoni et al., 2022),
collection of information (Edgar et al., 2016) or data (Sheehan, 2018), theory development
(Mason & Suri, 2012), support in the identification of new research problems (Beck et al., 2022),
interactions among group members leading to knowledge development (Law et al., 2017) and
workflow tasks, assets, processes and outputs (Hedges & Dunn, 2017). Despite the appreciation
of apps, balancing the triple effect of people, profitability and the environment is critical towards
the advancement of theory and practice in grocery transportation. Mkansi (2013) addressed the
theoretical problem of balancing the triple effect of people, profitability and environment
embedded in the supply chain coordination of grocery delivery.

Their findings reveal several dimensions related to functional and non-functional requirements for
the effective performance of green crowdsourcing apps for balancing people, environment, and
profitability. According to Riedl and Woolley (2016) adequate balancing between the people,
profitability and the environment is critical towards the improvement of the quality of life and
sustainability.

Transportation apps such as Uber, a mobile app that enables passengers to register as users
and motorists to register as transport providers, and Bolt, for ordering rides that are quick, safe
and affordable, with grocery are examples of green crowdsourcing apps that have improved the
economy (Mwaura, 2016), and created jobs (Taleb et al., 2015) in the countries they operate.
These apps have integrated the critical aspects of profitability and people without appropriately
balancing the critical triple bottom line of people, profit, and the environment. The potential impact
of mobile app innovation for sustainable logistics is critical towards bridging the gap of balancing
the critical requirements for meeting people's needs and profitability for the business enterprises
and transporters together with contributing to environmental protection. The environmental
perspective of the Dilivari App helps strengthen apps like Uber and Bolt that mainly focus on
profitability and people. The mobile app innovation not only addresses SDG 13 but also offers
fresh insights on how academia can transform research into innovation that helps to shape the
supply chain.

METHODS
Design Science Research Approach involves a problem-solving paradigm with the objective of
enhancing human knowledge by creating innovative artefacts (vom Brocke et al.,
2020; Nunamaker et al., 2017). Figure 1 is a diagram that depicts the research approach that was
undertaken.

Figure 1: Diagram illustrating the Decision Science Methodology
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The approach follows a sequence of understanding problem relevance, design search process,
design of the artefact, design evaluation, research rigour, research contribution and
communication. The app was designed in accordance with guidelines for designing innovative
technological artefacts for broadening the capabilities of humans and organisations
alike (Nunamaker et al., 2017). Literature provides a class of development methodologies that
follows many approaches including, but not limited to, waterfall (systematic), iterative, spiral
(lifecycle oriented), v-shaped (controlled focused), and agile (highly adaptive) (Kramer, 2018;
Afif et al., 2020; Almeida & Simdes, 2019).

This study commenced with the waterfall development approach for the system design and
implementation of the green crowdsourcing mobile app, Dilivari. An overview of the waterfall
model shows that it is advantageous compared to other software development models in terms
of producing quality because of the predefined structural flow (Adenowo & Adenowo, 2017).
Furthermore, the same structure gives visibility to all stakeholders of the progress of the project
as it moves along different steps of the waterfall model (Gorrod & Gorrod, 2004). Mixed evidence
illustrates that the waterfall model has shortcomings that must be considered before undertaking
to use the model. The highlighted drawbacks and limitations are that it is costly to revert to a
surpassed phase and changes in one area impact the next phases due to their dependencies
(Dubey et al., 2015). These disadvantages have a significant impact on mobile app development
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where the turnaround time is expected to be short and the changes quick and seamless (Flora et
al., 2014). Hence the study pivoted to the agile approach that follows an adaptive approach
through the development cycle while waterfall is a plan-driven approach (Adenowo & Adenowo,
2017). The basis for incorporating a more agile approach was to enable flexibility, adaptability
and shortened time to a minimum deliverable output to compensate for waterfall shortfalls.

Problem relevance

The research study began with an assessment of problem relevance in view of Bormane and
BérziSa’s (2017) offering a road map of problem relevance for concept design from research to
artefact. The problem design involved the engagement of stakeholders to agree on the
requirements that informed technological features: system, functional, user and environmental
requirements for balancing people, profitability and environment was a major part of the green
crowdsourcing app, as discussed in detail by previous studies (Nieman & Bennett, 2002; Fahey
& Narayanan,1986). System requirements were developed to facilitate designing software
meeting the requirements of users and involved documentation of system specifications (Akanmu
et al, 2013). Several scholars argue the need for the development of requirements: Functional
requirements (Bahill & Madn, 2017), user requirements (Vijiyalakshmi & Sivaraj, 2016), and
environmental requirements (Mkansi, 2013), were gathered, analysed, documented, and
translated into functional and non-functional requirements to effectively cater for the design as
per table 1.

Table 1: Requirements gathered
Requirements Features
Functional Features for effective functioning of a
crowdsourcing device were user account, log-
in ability, request for delivery, view available
delivery request, view available delivery
requests, view receipts, pick-up delivery,
address completion, distance calculation for
pick-up and sign delivery on receipt.
User requirements The user requirements create a profile and
sign into the app, request collection and parcel
delivery, and view a list of delivery requests
and make an offer to deliver a package en
route to their destination.
Environment requirement The environment requirements are a
smartphone powered by either an Android or
Apple iOS operating system, internet
connection and an active email account. The
user must have access to download the app
from any of the online app stores such as
Google Play, Apple App store, Windows store,
or marketplace
Actors and roles There must be an administrator, requesting
user, receiving user and the app

Design as a search process

This section provides the design search process that was undertaken during the development of
the Dilivari artefact. The approach involved designing the app architecture, design diagrams, use
case diagrams and flow chart diagrams which are key for the implementation step.
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Application architecture

App architecture provides specifications for the implementation of an information system (Whitten,
2000). The Dilivari app architecture was built to meet the requirements specified by the
stakeholders. A multi-layered diagram was developed providing the user interface, user
communication layer, information retrieval layer and database layer to provide a blueprint of the
system that defined the structure of the system. The development process adhered to major
principles for the implementation of architecture, i.e., separating concerns, minimising
interdependencies, and isolating fundamental components for the modularisation of the app into
smaller functions (Costa et al., 2020). The architecture for the Dilivari app was developed with
three components, namely the user interface (Ul) which is the screens of the mobile app, the data
model layer that defined the data structure, constraints and API calls to the final component, and
the database containing the data.

Use case diagrams were used to capture system requirements that included internal influences
and external influences, covering mainly design requirements (Mule & Waykar, 2015). The use
case diagram was used as a tool to give a visual depiction of the possible interactions between
the user and the Green Dilivari app. Class diagrams is another form of modelling in software
development. A class diagram was utilised to visualise the granular levels of an app by explaining
the different components of the app. Thus class diagrams are at the level of describing the app
classes with their attributes and operations (Bahill & Madni, 2017). An entity diagram was
specifically used for modelling the data layout for the database structures for storing information.
An entity-relationship diagram is a graphical representation used in the design phase showing the
relationships between individuals, things, concepts, or events in an information system (Boston
University Center for Teaching & Learning, n. d). The developed architectural diagram had a user
interface, a user communication layer, and an information retrieval layer. The user interface was
critical in showing the mobile device screen and the communication layer harboured the code
running on iOS or Android responding to the instructions as the user makes commands on the
app. Finally, the information retrieval layer, the Flutter code, communicated with MongoDB by
making API calls and was the database containing all user information. This is shown in Figure 2.

Figure 2: Dilivari mobile app high level.

Components for location
The crowdsourcing app had to support location-based services (LBS) to help in the determination
of a user's geographical location and provide useful information to enhance user experience
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(Huang et al. 2021). The service of maps and location is rendered by Google Maps and the API
service assisted with app functions that require a map’s information (Jha & Chourasia 2011). This
is shown in Figure 3.

Figure 3: Required components for obtaining location (Jha & Chourasia 2011)

The Google Maps API is a service from Google that enables an app to gain access to functions
such as locations on a map (Zola, 2022), identifying different routes between location points and
estimating travel time by different modes of travelling such as a train, walking, a car or cycling.
The service generates an API key that uniquely identifies the app making a call to Google. The
API key is also used for billing; high-traffic calls from the app result in Google requiring payment
for the calls (Juviler, 2023). The location was then listed as a challenge because it was dependent
on several factors to report accurate results. These factors include: a user must be in an area with
good connectivity and reception, have a data connection or Wi-Fi and the location must already
be listed on Google Maps.

Design as an artefact

Following design as a search process is design as an artefact which includes implementation,
coding, development, and prototyping. The implementation discusses the technologies and
coding used to implement green crowdsourcing mobile apps.

Implementation

A well implemented app impacts positively on user satisfaction and motivation to continue using
the app (Samra et al., 2020). For the implementation of the screens and navigations Flutter was
the tool used for development. Flutter is a software development kit used for creating hybrid apps,
i.e., mobile apps that can be installed on both Android and iOS operating systems while having
one code base. Flutter is best for creating high-performance platform-independent apps (Ameen
& Mohammed, 2022). Furthermore, with limited previous studies, Flutter proved favourable in
development speed and budget reduction. There were many kinds of apps from which to draw
comparison. In this case comparison was drawn between native and hybrid apps because they
had fewer disadvantages to the other types. A summary of previous literature suggest that native
apps have a better memory consumption (Wasilewski & Zabierowski, 2021), CPU utilisation and
a smaller package bundling. Further comparisons between Flutter and native apps are greatly
discussed by Hussain et al. (2021).
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Visual Studio Code was used to write the code, compile and test it. It was also used for the
process of packaging the app for deployment to iOS and Android platforms. A summary from
previous literature suggests that Visual Studio Code is disadvantaged because it heavily
consumes memory compared to an integrated development environment (IDE) such as Android
Studio and IntelliJ. Furthermore, it does not have an intuitive user interface to configure optimal
functionality. In contrast, being an open source, IDE was found to be advantageous and fast,
powerful, customisable as could be extended with plugins for developing, simulation and testing
(Zola, 2022). Another IDE that was used was Xcode, which is an IDE for MacOS. However, it is
only limited to Apple devices (Fojtik, 2020), but great for testing and has an instinctive interface
for first-time users. Xcode was mainly used for testing the app for iOS deployment and packaging
the deployment bundle.

Database

Sahatqija et al. (2018) guided the developers in choosing MongoDB for the green crowdsourcing
app on the basis of scalability, flexibility, performance, query language, security, data replication,
licensing and availability. The open-source database without schema, faster in comparison to
SQL databases, does not require the creation of a structure for the data to be inserted but simply
needs a JSON object to do an insert. MongoDB was hosted in Azure, which is a Microsoft cloud
computing service for the purpose of app management using Microsoft data centres. It supports
different technologies, programming languages, tools, frameworks and also offers software as a
service (SaaS), platform as a service (PaaS) and infrastructure as a service (laaS) (Microsoft
Azure 2020). The main function for Azure is hosting MongoBD for storing the green crowdsourcing
mobile app Dilivari’s data. There are many other cloud computing service providers. Azure was
however selected because of its affordability and full security control as compared to other well-
established cloud service platform like Amazon Web Services (AWS).

Design evaluation and rigour (testing)

Design and evaluation involved conducting a quality assurance mechanism for ensuring the
artefact meets the requirements. The evaluation that was conducted undertook functional and
compatibility testing, performance testing, middle layer testing and confidentiality layer testing.

Functional and compatibility testing

Preliminary testing was conducted in accordance with the principles for the development of
crowdsourcing software apps. Akanmu et al. (2013) argue that testing apps is critical to meet the
requirements and evolving technology and customer expectations in terms of aesthetics and
divergent expectations. Preliminary testing included test automation, location simulation,
engaging with third parties, understanding physical characteristics, user experience, connectivity-
related testing, dealing with fragmentation, end-to-end integration testing, performance and
security (Knott 2015). The app was tested for both functional and compatibility testing. Arif and
Ali (2019) argue that functional testing on mobile apps is to validate the actual functionality of the
app. Figure 4 provides a functional map for functional testing.
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Figure 4: Functional Testing —Map Showing Receipts, Deliveries, Requests and Location

Receipts of deliveries Requests Location simulation (Maps)

In accordance with the principles for designing crowdsourcing software compatibility testing was
conducted for the Dilivari Application. Compatibility testing involves ascertaining whether the
application is suitable to be used with the different phone models (Wu et al., 2013; Stol, and
Fitzgerald, 2014). The results for compatibility testing are provided in Figure 5 below.

Figure 5: Simulator Testing
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Performance testing

Performance testing is used for validating an app’s architecture. It evaluates all layers of the app
from the front-end, the middle layer and the back-end of the technology stack (Knott, 2015). The
Dilivari app architecture was defined as having the following components: a user interface (Ul)
that is the screen of the mobile app and a data model layer that defines the data structure,
constraints and API calls to the final component, and the database. On testing performance,
testing was conducted in units and then integrated to validate the seamless integration of the
architecture components. The screens below are a sample of the testing done on the UI:

Figure 6: Sample testing on Ul

Sign-up Screen

Testing was done to check that the user was able to write,
delete and edit in the text field as well as toggle betwee
text fields.

Testing was done on the ‘Register button to chec
whether it was clickable and able to navigate to the correct
screen once user inputs were added.

Below the register is a clickable link that is supposed to
land on the login; it was also tested.
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Login Screen

Testing was done to check that the user was able to add
inputs on the email and password text boxes, and able to
navigate between fields.

Testing was also done to check that the ‘Login’ button is
clickable and led to the home page if the email-passw
combination was correct

Testing was also performed to verify that the ‘Click here to
Register’ button was clickable and navigated to the
‘Register’ page.

Home Screen

Testing was done to verify that the correct user’'s name 1D
displayed upon login.

It was done to check that the two buttons to create new
delivery requests and the button to check already available
deliveries were clickable and navigated to the correct screen.
Testing on the footer buttons confirmed that they were all
clickable and navigated to appropriate screens.

Testing verified the ‘Logout’ navigation button at the top
terminated the sessions and navigated back to the logi
screen.
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New Delivery Screen

Testing checked that the flow worked, and the
navigation button helped move to the next and previou
steps.

Testing verified that upon entering an address a
dropdown list of suggestions appeared as an auto-
complete to the address.

Testing also vetted that the ‘Confirm’ button submitted
the delivery request.

A similar approach of testing was completed for the rest of the screens verifying that the sequence
of actions performed by the user yielded the expected response from the UI.

Middle layer testing

The middle layer is a link between the Ul and the back end — the database. This layer exposed
the REST API that front end uses to interact with the database. This layer accepted HTTP
requests from the Ul and utilised CRUD (create, read, update, delete) operations connecting to
the database to create data and perform data manipulations and to query and get results, while
also processing with those results. The middle layer was spread across the code and Microsoft
Azure. The REST API endpoint and operations were housed in a Microsoft Azure function app
that has the functionality to enable APl management. The starting point was to test the REST API
as a separate component by testing the API operations. Following Microsoft Azure, the testing
was conducted for making queries and retrieving data: We used the GET operation for maing
queries and retrieving data. The GET operation is illustrated in figure 7.

Figure 7: GET testing on Microsoft Azure
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Confidentiality security testing

Security testing is a significant part of application testing; validating security measures uncovers
critical security gaps including threats. Paul and Aithal (2019) emphasises the importance of
security testing highlighting the challenge imposed by hackers, most of who are unethical. Many
studies point to about six general security aspect that must should be tested (Ojenge et al., 2014);
these are integrity, confidentiality, non-repudiation , authentication, authorisation, availability. For
security testing only, the log in function was tested to ensure that only registered users could gain
access, authentication testing. Figure 8 below illustrates the apps landing page after a user has
successfully logged in.

Figure 8: Testing of the log in functionality
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RESULTS

As this study is based on development, the findings are the actual mobile app developed, which
serves as the extension of the design methods that cover design evaluation (testing and
observation of the artefact) and research rigour (accuracy and precision in line with research).
The study undertook the development of a mobile app artefact, used for the delivery of groceries
across different areas to meet the needs of the different stakeholders in urban and rural areas.
The App is accessible on Google Play and Apple App store under the title Dilivari. Some of the
core features that were deduced through problem relevance, design as a process, and design
artefact using a waterfall methodology produced the unified User Interface (Ul). The app is
encapsulated. This is accomplished by hosting the Dilivari mobile app in the Microsoft Azure shell
flyout. According to Wulf & Blohm (2020) the unified User Interface (Ul) uses responsive web
design principles to provide an optimal viewing and interaction experience for any screen size,
device, or orientation. The Dilivari app went through design and evaluation as a quality assurance
mechanism for testing the artefact before deployment for use by the stakeholders. Design and
evaluation involved conducting the quality assurance mechanism to ensure the artefact meets
the requirements. The evaluation that was conducted undertook functional and compatibility
testing, performance testing, middle layer testing and confidentiality layer testing.

Functional testing was conducted to determine the extent to which the app met requirements,
evolving technology and customer expectations (Akanmu et al, 2013). Knott (2015) highlights that
performance testing used for evaluating all layers of the App from the front-end, the middle layer
to the back end of the technology stack is required. Middle layer testing was conducted to
determine whether the middle layer linked very well between the Ul and the back end — the
database. Finally, Paul and Aithal (2019) emphasises the importance of security testing
highlighting the challenge imposed by hackers, most of whom are unethical. The App performed
to optimal level across computer experimentation. The App is undergoing a grocery pilot study in
Pretoria to determine its suitability for the purpose of meeting requirements for the grocery
delivery, people, and profitability on the basis of the specifications determined.

DISCUSSION AND CONCLUSIONS

The current study adopted a design science approach for the development of the green Dilivari
crowdsourcing App. The green crowdsourcing app development was unique as opposed to the
traditional outsourcing strategies that are characterised by contracts between two parties. The
current study extended the findings of Sipamla and Mkansi (2019) by developing a mobile app,
which was the main research objective of the study. It completes the last two stages of design
methods by outlining the research contribution (application to theory, practice, and methods), and
lastly communication (publication of the app and research). The development of the Dilivari app
has clear implications for task decomposition, coordination, and communication, planning and
scheduling, quality assurance, knowledge and intellectual property, motivation, and remuneration.
Furthermore, the app has critical implications in the context of developing and emerging
economies.

Practical contribution

In practice, the innovation benefits people, profit, and the environment’s sustainability. First, the
app provides an opportunity for the unemployed to deliver groceries, providing an incentive for
transportation of groceries during the peak hours and building on their own flexible work. The
Dilivari App has improved the processes of coordinating the supply and distribution of groceries
for urban and rural population effectively and efficiently.

Secondly, the app helps grocery retailers address the major issue of delivering low product
volumes that increase the costs of delivering groceries to consumers. The app allows voluntary
delivery by consumers that have extra space to earn additional income. The app significantly
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reduces costs of grocery retailers and improving profit margins. The green Dilivari app innovation
technology is increasingly enabling and driving the transformation of these expensive services.
The affordability of the Dilivari App technology makes it convenient for use by independent
shoppers, transporters, and couriers in developing economies in Africa.

Thirdly, the Dilivari App reduces emissions and congestion systematically addressing increasing
emissions. The app optimises the logistics architecture as grocery deliveries use the most
appropriate mode of transportation, load capacities, and effective routing substantially reducing
carbon emissions. Furthermore, the app provides an opportunity for the delivery of groceries by
taking advantage of passengers’ spare capacity on already completed journeys, contributing
positively to economic, social, and environmental wellbeing. The drivers use the unused cargo
capacity to deliver groceries thereby reducing traffic congestion as drivers with extra capacity
support in transportation of groceries every day. The app reduces congestion and emissions
impacting the environment as highlighted by Batool et al., (2022), Chatti (2021), Haini (2021),
Kwakwa et al., (2023), Xie et al., (2017), and Zaman et al., (2017).

Methodological contribution

The development of the Dilivari app provides a blueprint for the development of the app as it
highlights mechanisms for the development of crowdsourcing apps in emerging economies. The
study also provides an appropriate guide for converting research findings into software design.
Systematically, it extends concepts for development of crowdsourcing apps to developing an app
for balancing people, profit, and environmental sustainability. Furthermore, it strengthens the
concepts of designing artefacts for problem solving paradigms for improvement of the human
livelihoods by creating innovative artefacts (vom Brocke et al. 2020).

Theoretical contribution

Traffic congestion, environmental management, climate change and poverty alleviation have
continued to be major challenges in emerging economies. The app provides mechanisms for
contributing towards the reduction of traffic congestion, profitability and effective environmental
management which is impacting Africa. The congestion because of stakeholders transporting
groceries has continued to contribute to 21% of global emissions (Ritchie, 2020). Furthermore,
Africa has continued to contribute to global CO; emissions (DeWitt et al., 2019). Using the app
supports the reduction of these emissions as traffic already on the road is optimised to distribute
a few groceries, reducing distance, time, and congestion. This is critical in environmental
management, profitability, and alleviation of poverty.
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ABSTRACT

In this study, the efficiency of various recognition and mitigation approaches for spoofing attacks
on Global Positioning System (GPS) are evaluated using an experimental example. Assessing
the impact on navigation accuracy in the context of GPS spoofing detection and mitigation
strategies is critical to determining the effectiveness of these techniques in preserving accurate
placement. Overall, impact on navigational accuracy conclusion emphasizes the vulnerability of
GPS systems to spoofing attacks and emphasizes the necessity for dependable and efficient
mitigating mechanisms to assure accurate and trustworthy navigation information. The detecting
effectiveness analysis showed that both of the machine learning (ML) classification techniques
and signal anomaly detection methods worked well in identifying spoofing assaults in diverse
contexts.

KEYWORDS: Mitigation Approaches, Spoofing Attacks, Global Positioning System (GPS)
Spoofing Detection, Signal Anomaly Detection, ML Classification.

INTRODUCTION

GPS spoofing is the manipulation of 10T devices to create false information, leading to security
risks such as unauthorized entry and navigation system manipulation. Research has focused on
developing GPS spoofing detection systems that assess signal properties and use ML methods
to recognize and counteract such attacks. These systems can be monitored in real-time using
specialized hardware and software techniques, such as a GPS signal generator or software-
defined radio (SDR). Fake GPS signals can be created by changing location, time, or other details,
and monitored to determine their impact on the intended GPS receiver. Signal analysis involves
comparing received GPS signals to expected ones, identifying any oddities, irregularities, or
deviations that could indicate a spoofing attack. Statistical techniques like outlier detection,
anomaly detection, or pattern recognition are used to identify spoofing efforts. Cryptographic
methods for GPS signal authentication are also explored, such as digital signatures, message
authentication codes (MACs), or cryptographic hashes.

Jha et al. (2020) used ML and artificial intelligence techniques to detect GPS spoofing, training
classification or anomaly detection models using labeled datasets of real and fake GPS signals.
Dang et al. (2022) investigated mitigation strategies and protective measures to reduce the effects
of GPS spoofing attacks. Further testing and evaluation were conducted to validate the proposed
detection and mitigation approaches. Field testing or real-world scenarios were used to evaluate
the effectiveness, precision, and dependability of the methodologies. False positive and false
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negative rates of detection algorithms were also examined, and the methodology was recorded.
The main conclusions and suggestions for preventing and detecting GPS spoofing attacks are
provided, along with recommendations for improving the resiliency and security of GPS systems.
This methodology helps build reliable and secure GPS systems.

LITERATURE REVIEW

The study on GPS spoofing detection is still in its early phases, although there has been
tremendous improvement in recent years. A variety of excellent spoofing detection approaches
have been developed, and these techniques are getting more dependable and inexpensive. As
the threat of GPS spoofing grows, it is critical to maintain study on this critical problem. Table 1
shows an overview of the literature:

Table 1: Review of Literature based on GPS spoofing problem
Author(s) Technigue Used Solution

Aissou et al. (2022) Instance-based supervised ML models Recognition of GPS spoofing attacks on
UAS

Aissou et al. (2021) Tree-based supervised ML models Recognition of GPS spoofing attacks on
UAS

Aljabri & Mirza (2022) ML and deep learning models Recognition of phishing attacks

Basan et al. (2021) Kullback-Leibler divergence GPS spoofing attack Recognition
technology

Bose (2022) Neural network ML Recognition of GPS spoofing attacks

Dang et al. (2022) Transfer Learning GPS spoofing Recognition for Cellular-
Connected UAVs

Das et al. (2020) ML Novel approach for GPS spoofing
Recognition

Jha et al. (2020) Literature review Review of methods and technologies for
GPS spoofing

Khoei et al. (2022) Supervised and unsupervised models Comparative analysis of models for GPS
spoofing

Khoei et al. (2022) Dynamic selection techniques GPS spoofing attack Recognition

Kwon & Shim (2020) AHRS/accelerometer Performance analysis of GPS spoofing
Recognition

Lee et al. (2015) Accelerometers and probability of GPS spoofing Recognition using

detection accelerometers

Pardhasaradhi & Distributed radar tracking and fusion GPS spoofing Recognition and mitigation

Cenkeramaddi (2022) for drones

Shafiee et al. (2018) Multi-Layer Neural Network Recognition of Spoofing Attack using ML

Shafique et al. (2021) ML models Recognition of signal spoofing attack in
UAVs

Singh et al. (2020) Literature review GPS spoofing Recognition and mitigation:
A survey

Sung et al. (2022) 1D convolution neural network GPS spoofing Recognition for small UAVs

Talaei Khoei et al. (2022) | Impact of dataset and model Performance analysis for GPS spoofing

parameters Recognition

Wei et al. (2022) ML using perception data UAV GPS spoofing Recognition using
perception data

Zuo et al. (2021) Isolation forest Recognition of GPS spoofing attacks

Aside from the strategies discussed in the literature review, there are several more intriguing
research topics in GPS spoofing detection. Researchers, for example, are looking into ways to
leverage several GPS signals to increase the precision and reliability of spoofing detection. They
are also working on strategies for detecting spoofing attacks in real time, which is vital for sectors
like aviation and marine where fast detection is critical (Jha et al., 2020). As research in this field
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continues, it is probable that even more efficient strategies for detecting GPS spoofing assaults
will be developed. This will aid in the protection of essential infrastructure as well as the safety of
persons and property.

EXPERIMENTAL STUDY

In a controlled laboratory environment, GPS signals are examined using SDR and GPS signal
generators. The software packages needed for gathering and analyzing GPS signals were then
fitted and Connected. For the test, a target GPS receiver is selected. False GPS signals that alter
the time and position data are produced using a GPS signal generator or SDR. Simulate several
spoofing attacks, including continuous spoofing, spoofing at many locations, and spoofing at a
single place. The target receiver's GPS signals were captured and saved using the SDR and
monitoring software. Take a close look at the specifics of the signals that were received, such as
the timing, signal strength, and signal-to-noise ratio (SNR). Then contrast the signals obtained
with what a true GPS signal should look like. Through experimentation, it is possible to analyses
GPS signals that have been received, evaluate receiver behavior, use ML algorithms, and validate
mitigation strategies. The discoveries will increase our knowledge of GPS spoofing vulnerabilities
and aid in the creation of efficient defenses. Signal strength, SNR, and time deviation are three
crucial characteristics that we use to determine the effect of GPS spoofing. These properties are
thoroughly compared in Table 2 for a variety of situations, including real GPS signals, Single-Site,
Multi-Site, and continuous spoofing. The Global Positioning System's authentic transmission is
represented by the true GPS signal. It has a timing variation of 0.5 ms, a SNR of 30 dB, and a
signal intensity of -130 dBm. These amounts act as the starting point for comparison with the
fictitious situations. The simultaneous broadcast of fake GPS signals from several places is known
as Multi-Site spoofing, which makes the identification procedure more challenging.

In this case, the SNR drops to 25 dB and the signal intensity drops to -110 dBm. However, with a
value of 0.8 ms, the timing divergence is considerably less than with Single-Site spoofing. This
disparity might be attributable to the difficulties the attacker had in synchronizing signals
generated from various sources. A persistent and continuing spoofing assault intended to trick
GPS receivers is referred to as continuous spoofing. Here, the SNR lowers to 22 dB, the signal
intensity drops to -105 dBm, and the timing deviation rises to 1.5 ms. Due to the continuous nature
of the attack, the spoof signals are exposed for a longer period of time, which has a more
noticeable effect on signal quality (Sharma et al., 2023).

Table 2: Mitigation Strategies Performance Evaluation
False Negative Rate
Strategies Detection Accuracy (%) False Positive Rate (%) (%)
Signal Anomaly Detection 92 6 7
ML Classification 97 3 4
Mitigation Strategy 1 - 2 -
Mitigation Strategy 2 - 4 -

RESEARCH OUTCOMES

This study evaluates the effectiveness and performance of several methods for identifying and
minimizing spoofing assaults as part of its investigation of GPS spoofing detection and mitigation
systems. This analysis focuses on the effects and preventative actions used to lessen the risks
brought on by GPS spoofing. The mitigating response times are compared in Figure 1. How
rapidly each approach can identify and react to spoofing instances is shown by their average
response times, which are measured in milliseconds. Response times reveal the effectiveness
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and quickness of a mitigating strategy. ML classification took 75 ms, whereas signal anomaly
detection took 50 ms. Whereas Mitigation Strategy 1 takes100 ms to respond, and Mitigation
Strategy 2 did so in just 80 ms.

Figure 1: Response Times of Mitigation Techniques
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Signal Anomaly ML Classification Mitigation Strategy 1 Mitigation Strategy 2
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= Average Response Time (ms)

Exploring GPS spoofing detection and mitigation methods aims to give a in-depth knowledge of
the efficacy, performance, and reaction times of various solutions. This study contributes
significantly to enhancing the security and integrity of GPS-based systems and applications. It
serves as a valuable resource for identifying the most reliable and practical methods to detect
and counter GPS spoofing attacks effectively.

Figure 2: Detection Accuracy of Mitigation Techniques
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Methods for reducing GPS spoofing are evaluated by F2. The ability to recognize Single-Site,
multiple-location, and continuous spoofing assaults is evaluated for each approach. All three
spoofs were detected by "Signal Anomaly Detection". Using anomaly detection, GPS spoofing
signals are found. The adaptability of spoofing detection is shown. In every instance of spoofing,
"ML Classification" was successful. GPS spoofing patterns are used to train ML systems, which
correctly detect and identify attempts. Due to its high detection rates, ML systems can discriminate
between real and fraudulent GPS signals.
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Figure 3: Impact on Navigation Accuracy
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The presented results underscore the significant adverse impact of GPS spoofing on navigational
accuracy, underscoring the critical importance of implementing effective mitigation strategies to
mitigate these effects. Our proposed ML-based solution exhibits robust performance with high
detection rates across various spoofing scenarios. Specifically, it achieves an impressive 98%
detection rate for continuous spoofing, 90% for multi-site spoofing, and 95% for single-site
spoofing. These findings highlight the solution's proficiency in discerning and categorizing falsified
signals, enabling both precise identification and confident classification of spoofing incidents.

Table 3: Analysing mitigation techniques for several spoofing situations
Techniques Single-Site Spoofing Multi-Site Spoofing Continuous Spoofing
Signal Anomaly Detection Spotted Spotted Spotted
ML Classification Spotted Spotted Spotted
Mitigation Strategy 1 Not efficient Moderately efficient Efficient
Mitigation Strategy 2 Moderately efficient Efficient Efficient

GPS spoofing mitigation techniques are compared in Table 3, with "Detected" denoting successful
detection and "Not efficient" denoting unsuccessful detection. According to the spoofing
circumstance, several tactics, such as "Mitigation Strategy 1" and "Mitigation Strategy 2," were
successful, according to the research. A was efficient against continuous and multiple-location
spoofing, but not spoofing at a single site. When it came to Multi-Site and continuous spoofing,
Strategy B was 100% efficient while only being 50% efficient when it came to Single-Site spoofing.
The study emphasizes how crucial it is to choose the best mitigation strategy based on the
spoofing incident in order to prevent GPS spoofing. The evaluation aids in determining each
strategy's efficacy in various spoofing situations.

CONCLUSION AND FUTURE SUGGESTIONS

Overcoming issues caused by GPS spoofing attacks requires knowledge of the detection and
mitigation techniques that have been the subject of research. As verification of their capacity to
recognize and address GPS spoofing problems, techniques for signal anomaly detection and
ML classification performed well in recognizing spoofing attacks in a number of settings. GPS
spoofing had a major impact on navigational accuracy, with a noticeable decrease in accuracy
when spoofing scenarios were used. A variety of mitigation strategies were more efficient when
spoofing continuously at one or more places. Response times were quickest for the "Signal
Anomaly Detection" and "ML Classification" approaches. Advancing the field of spoofing detection
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necessitates further research efforts. These should focus on enhancing the effectiveness of
detection algorithms, refining real-time mitigation techniques, exploring innovative multi-sensor
fusion strategies, prioritizing user-centric design principles, fortifying GNSS infrastructure
security, and establishing comprehensive standardized testing and evaluation frameworks. These
critical areas of research will collectively contribute to the ongoing evolution and enhancement of
spoofing detection capabilities.
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ABSTRACT

While a country’s global ranking may be assessed by measures of their GDP, population size,
average disposable income, and some other metrics, in this study we examined 166 countries
with respect to their regime types and three indices of corruption index, economic freedom
index, and happiness index using the data retrieved from several official databases. Our
analyses revealed that while there are some similarities among them, the four types of regimes
are significantly different from one another in terms of the three indices.

KEYWORDS: Corruption Index, Happiness index, Economic Freedom Index, Political
Regimes

INTRODUCTION

A country’s global ranking and reputation in the international arena may be evaluated and
assessed using a variety of measures. While one would agree that there is no single agreed-
upon measure or index that can be used to assess a country’s global ranking or reputation,
metrics such as a country’s corruption score, happiness index, and economic freedom index
have been increasingly employed by researchers conducting international surveys to compile a
ranking of nations.

As argued by Tisch (2017), a country’s reputation has an unquestionable value. In fact, nations
today are increasingly concerned with their reputation relative to other nations and turn to
actively measuring and managing that reputation (Passow et al., 2005). Consequently, nations
and their leaders across the globe strive to overcome a negative image or reputation and build a
positive global reputation as a negative global reputation may have implications for foreign
policy, tourism marketing, and international trade (Tisch, 2017).

While political systems across the globe may be classified from a variety of perspectives, the
various types of political systems found in the sovereign countries of the world are classified as
full democracies, flawed democracies, hybrid regimes, and authoritarian regimes (EUI, 2021).
One would argue that full democracies or countries with more democratic institutions are
perceived as having a strong reputation. Accordingly, the most reputable nations may be
perceived as having lower corruption scores, a higher economic freedom index, and a higher
happiness index. While these perceptions may help one enhance their understanding of the
political systems across the globe, a comparative quantitative analysis of the political systems
with respect to their corruptions level, happiness index, and economic freedom score may,
therefore, serve as a more credible means of compiling a ranking of nations.
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This study aims to provide a quantitative examination of the world’s political systems found in
166 nations as classified by the Economist magazine (EUI, 2021). In particular, this study
investigates if there are any similarities and statistically significant differences among 166
nations categorized into political systems with respect to their corruption score, happiness
index, and economic freedom index.

LITERATURE REVIEW

It may be argued that consciously or unconsciously people are influenced by their perceptions
of each country’s reputation. These perceptions may be based on their direct experience,
stereotypes, and the country's actions. Since a strong reputation may mean more exports, more
investments, and more people coming to visit (Valet, 2019), increasing attention has been paid
to the relationship between a country’s reputation and the factors such as its corruption score
that may influence how a country is perceived.

Corruption, defined as the “misuse of public power” (Uroos et al., 2021), is generally known as
having a negative impact on a country’s reputation and image, and its impact on a country has
been studied in the literature. For instance, a study conducted by (Mauro, 1995) holds that
corruption is found to lower investment, thereby lowering economic growth. In fact, over the past
two centuries, corruption has had a significant negative effect on steady-state growth in various
nations (Uberti, 2022). A similar study carried out by (Mo, 2001) maintains that a 1% increase in
the corruption level reduces the growth rate by about 0.72%. Mo (2001) further claims that “the
most important channel through which corruption affects economic growth is political instability,
which accounts for about 53% of the total effect.”

As for the factors triggering corruption, Torrez (2002) argues that trade restrictions may cause
corruption as they may shift resources from directly productive activities. From a slightly
different vantage point, Jong-Sung and Khagram (2005) claim that income inequality increases
the level of corruption through material and normative mechanisms. The authors further argue
that inequality also adversely affects social norms about corruption and people's beliefs about
the legitimacy of rules and institutions, thereby making it easier for them to tolerate corruption as
acceptable behavior. Moreover, corruption is found to strongly reduce exports
(Charoensukmongkol and Sexton, 2011), and have more long-term negative impacts on
developing countries by discouraging bilateral trade (Narayan et al., 2021). While factors such
as literacy rate and GDP growth have a negative effect, inflation is found to have a positive
effect on corruption (Uroos et al., 2021). The global position of a county in trade can also be
affected by the pervasiveness of the country’s corruption index (Charoensukmongkol and
Sexton, 2011). Overall, as argued by (Uberti, 2022), while grand corruption, as opposed to petty
corruption, is more prevalent in autocracies the negative effect of corruption on growth is
substantially larger in democracies than in autocracies.

A country’s reputation across the globe has also been evaluated through the ranking of national
happiness. While different happiness indices have been presented (Sanza et al., 2018), the
ranking of national happiness is an important criterion for world leaders to help guide their public
policy. To measure a country’s happiness index, social scientists often use what'’s called a
“dystopia” indicator, which reflects the country’s own perception of doing better or worse than
the hypothetical country Dystopia (Carlsen, 2018).

A number of factors seem to play an important role in influencing the national happiness index.
For instance, a study by (Galletta, 2016) found that economic conditions are an important factor
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in assessing happiness. More precisely, studies suggest that government expenditure as a
percentage of gross domestic product positively and significantly influences happiness (Perovic
and Golem, 2010). Additionally, studies point out that the gross domestic product per capita in
terms of purchasing power parity plays an inferior role (Carlsen, 2018). Wang et al. (2019)
agree, arguing that an increase in average consumption has a positive effect on happiness. The
same observation was made by (Norberg, 2010), claiming that GDP growth correlates with
happiness.

In addition to the corruption index and the happiness index, the economic freedom index has
been employed to study a country’s global reputation and image. The Economic Freedom of the
World Index was first produced in 1996 by (Gwartney et al., 1996) and has been updated
annually since then. It presented an index that measures the consistency of a nation's policies
and institutions with economic freedom (Gwartney and Lawson, 2003). The key ingredients of
economic freedom are “personal choice, voluntary exchange, freedom to compete, and
protection of person and property.” (Gwartney and Lawson, 2003). A similar index was
proposed by the Heritage Foundation (HF, 2021) to develop a systematic, empirical
measurement of economic freedom in countries throughout the world.

The relationship between the economic freedom index and a country’s overall well-being and its
reputation has also been studied in the literature. For instance, Carlson and Lundstrom (2002)
suggest that economic freedom and the growth of GDP are closely correlated. In general,
studies show that economic freedom is a significant determinant of economic growth (Gwartney
et al., 1999). In other words, studies suggest a positive correlation between economic freedom
and economic growth (Nergren and Jordahl, 2005), better living standards, and more happiness
(Hall and Lawson, 2014). Islam (1996) argues that there is a direct relationship between the
economic freedom index and per capita income in low-income countries and a direct
relationship between the economic freedom index and the growth rate of per capita income in
high-income countries. Looking at the issue from a different angle, Heckelman and Knack
(2009) investigated the relationship between foreign aid and changes to economic freedom in
recipient nations over the 1990-2000 decade. The authors found that foreign aid has no
significant effect on economic freedom overall. Pavlic et al., (2022) reached a similar
conclusion, arguing that while there is no meaningful causal impact of overall aid on recipient
countries' economic freedom, large and sustained increases in “governance-specific” aid lead to
modest effects on economic freedom. Finally, Murphy (2022) argues that a broader array of
constitutional characteristics and civil liberties have positive effects on economic freedom.

METHODS

This study was conducted using the data published by the Economist Magazine (EIU, 2021), the
Heritage Foundation (HF, 2021), Transparency International (Tl, 2021), and World Happiness
Report (WHR, 2021). The data set utilized in this study contained observations on 166
countries. The overall global reputation ranking of the countries examined in this study was
measured using three variables: corruption index, economic freedom index, and happiness
index.

Once we retrieved the dataset from the foregoing websites, we processed and analyzed it using
SPSS, an advanced multivariate data management and data analytics software application
developed by IBM. Throughout this study, a significance level of 0.05 was employed when
conducting any statistical test.
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In this study, the corruption index is reported on a scale of 0 to 100, where 0 is highly corrupt
and 100 is very clean. The economic freedom index is reported on a scale of 0 to 100, where 0
is no economic freedom, and 100 is total economic freedom. Finally, the happiness index is
reported on a scale of 0 to 100, where 0 is not happy and 10 is happy.

RESULTS
Descriptive Summaries of The Four Regime Types

The 166 countries examined in this study were first broken down based on their geographic
regions. As summarized in Figure 1, while Europe is home to the largest number of countries
with full democracies (12), a significant number of authoritarian regimes seem to be located in
Africa (27), which is also home to the largest number of hybrid regimes (16), followed by Asia
(24), Overall, authoritarian regimes seem to be more prevalent across the globe with 59 (36%)
countries classified as authoritarian, followed by 52 (31%) nations categorized as flawed
democracies. Out of 166 countries, only 21 (13%) countries were classified as a full democracy.

Figure 1: Distribution of the regimes across geographic regions.
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Figure 2 tabulates the average scores of the three indices across the four types of political
systems analyzed in this study. As seen, not surprisingly, authoritarian regimes have the worst
scores on the three indices followed by hybrid regimes. Across the three indices, full democracy
seems to attain the highest average scores. As seen in Table 2, while the authoritarian regimes
have the worst average corruption score (31.97), regimes classified as “full democracy” have
the best average corruption score (69.95). Similarly, countries with full democracy seem to
attain the highest average economic freedom score (72.35), whereas countries with
authoritarian regimes offer the lowest average freedom index (56.6). Finally, nations with full
democracy seem to be the happiest nations (6.76), followed closely by nations with flawed
democracy (5.82). With the lowest average happiness score, countries with authoritarian
regimes seem to be the least happy nations.
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Figure 2: Regime types and average scores
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Scores on three indices across different geographic regions were also analyzed and the results
are tabulated in Figure 3, which suggests that while Africa, South America, and Central America
have the worst corruption scores, Oceania and Europe have the cleanest records. Similarly,
while Oceania and North America have the highest economic freedom index, South America
and Africa seem to have the lowest economic freedom index. Finally, while nations in Oceania
and North America report the highest happiness index, nations located in Africa report the
lowest happiness index.

Figure 3: Regions and average scores
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Corruption Score

While numerous factors may lead to vastly different forms of corruption from country to country,
to get a better understanding, and to make a comparison among the four regime types, we first
conducted an Analysis of Variance (ANOVA) test with respect to their corruption index.
Countries around the world are ranked based on perceived levels of public sector corruption.
The results are reported on a scale of 0 to 100, where 0 is highly corrupt and 100 is very clean.

The ANOVA test results summarized in Table 1 suggest that since the p-value (0.001) is lower
than the level of significance (0.05), the four regime types are significantly different from one
another in terms of fighting public sector corruption.

Table 1: Corruption scores and ANOVA test results

Although the ANOVA test we conducted allows us to determine if there are any statistical
differences between the means of the four regime types, it does not show which regime types
are significantly different from each other. Therefore, to determine which regimes are
significantly different from one another we carried out further post hoc multiple comparisons test
using the Tukey method. As seen in Table 2, while in terms of their corruption scores
authoritarian regimes and hybrid regimes are similar to one another (p-value=0.071), there is a
significant difference between authoritarian regimes and full democracy and hybrid regimes (p-
value=0.001). Similarly, there is no significant difference between flawed democracy and hybrid
regimes (p-value=0.172). The same output suggests that full democracy is statistically and
significantly different from the other types of regimes (p-value=0.001).
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Table 2: Multiple comparisons and corruption scores

Tale 3 provides a condensed version of the information presented in the multiple comparisons
table (table 2). The homogeneous subsets scores summarized in Table 6 show which pairs of
groups have significantly different means on the dependent variable of the corruption index. As
seen, authoritarian regimes and hybrid regimes share similarities as they belong to the same
subset (subset 1). Similarly, hybrid regime and flawed democracy belong to the same subset
(subset 2) as they are similar to one another with respect to their perceived levels of public
sector corruption. Finally, full democracy has its own subset (subset 3), suggesting that it's
significantly different from the other three types of regimes in terms of their corruption index.

Table 3: Corruption scores homogeneous subsets

Happiness Index
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Having compared the four regime types with respect to their corruption scores, an ANOVA test
was conducted to determine if there were significant differences among the four regime types
with regard to their happiness index.

We postulated that depending on their regime types, nations across the globe would have
significantly different happiness levels. The ANOVA test results summarized in Table 4 indeed
suggest that there are significant differences among the four political systems with respect to
their happiness index (p-value=0.001).

Table 4: Happiness index and ANOVA test results

A further analysis was carried out to examine which regime or regimes are significantly different
from one another. Table 5 shows that while authoritarian regimes and hybrid regimes are similar
to one another with respect to their happiness index (p-value=0.983), both full democracy and
flawed democracy have significantly higher happiness indices than authoritarian and hybrid
regimes (p-value=0.001).

Table 5: Multiple comparisons and happiness index

The homogeneous subsets statistics summarized in Table 6 confirm the findings presented in
Table 5. Both authoritarian and hybrid regimes belong to the same cluster or subset as they
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have almost the same happiness level of 5.0. The same table shows that flawed democracy
(subset 2) and full democracy (subset 3) have significantly higher average happiness indexes of
5.81, and 6.76, respectively.

Looking at these numbers, it may be argued that countries with highly corrupt regimes generally
score lower on the happiness index, while countries with well-established democratic institutions
score higher on the happiness index.

Table 6: Happiness index homogeneous subsets

Economic Freedom Index

The Index of Economic Freedom used in this study was developed by the Heritage Foundation
(HF, 2021) to provide a systematic and empirical measurement of economic freedom in
countries throughout the world.

A similar ANOVA test was performed to investigate if the four regime types differ in terms of
their economic freedom index. In general, it may be postulated that countries with full
democracy would have a higher economic freedom index, while countries with authoritarian
regimes would score lower on the economic freedom index.

As summarized in Table 7, the four types of regimes are significantly different from each other
as the p-value (0.001) is less than the level of significance of 0.05.

Table 7: Economic freedom index and ANOVA test results.
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A further post hoc test reveals that authoritarian regimes and hybrid regimes are similar to one
another in terms of their economic freedom index (p-value=0.482). Similarly, flawed democracy

and hybrid regimes may be put into the same category as their p-value is not significant (p-
value=0.297).

Table 8: Multiple comparisons and economic freedom index.

Table 9 shows that while authoritarian regimes have the lowest economic freedom index
(56.59), nations with full democracy have the highest average economic freedom index (72.35).
Both authoritarian and hybrid regimes are not significantly different from each other as their
average economic freedom indexes are listed under the same subset. Similarly, hybrid regime
and flawed democracy are similar to one another as they belong to the same subset (subset 2).

Finally, full democracy stands out with the highest average freedom index as it belongs to a
totally different category (subset 3).

Table 9: Economic freedom index and homogeneous subsets
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DISCUSSIONS AND CONCLUSIONS

While people’s perceptions of a country may be based on their direct experience, stereotypes,
and the country's actions, and events taking place in any country in the world can dramatically
influence public opinion about the country, the reputation of a country may be measured and
assessed based on a variety of quantitative variables such as corruption index, and happiness
index.

It may be argued that most reputable countries usually are perceived as having the lowest
corruption levels, better civil liberties, and higher economic freedom, which may generate a
tangible economic effect for a country.

While countries may be ranked by measures of their GDP, population size, average disposable
income, and some other metrics, in this study we examined 166 countries with respect to their
political systems and three indices of corruption index, economic freedom index, and happiness
index using the data retrieved from several databases. Our analyses revealed that the four
types of regimes are significantly different from one another in terms of the three indices. In
regard to their corruption scores, authoritarian and hybrid regimes share similarities as they
have the worst corruption scores. With their similar corruption scores, nations with hybrid
regimes belong to the same cluster as the nations with flawed democracy. Nations classified as
full democracy seem to have the cleanest corruption record. A similar picture arises with respect
to the happiness index across the four political systems. Authoritarian and hybrid regimes
belong to the same subset with almost the same happiness index. As expected, nations with full
democracy reported the highest average level of happiness index of 6.76. As for their economic
freedom index, once more, authoritarian and hybrid regimes share similarities. Hybrid regimes
also seem to be similar to flawed democracy as they belong to the same cluster. Full democracy
appears to have the highest economic freedom index of 72.32.

While authoritarian regimes and hybrid regimes seem to belong to two distinct categories, the
line between them is not always clear in terms of their economic freedom index, and corruption
scores. A similar picture emerges in comparison between hybrid regimes and flawed
democracy.

This study suggests that the best-ranked countries or nations with full democracy receive high
scores in all three indices, while the authoritarian regimes and nations with hybrid and flawed

48



Bayrak Examining the World’'s Regimes

democracy tend to receive lower scores in all three dimensions. The indices examined in this
study may be used to manage a country’s international reputation to assist public policies
designed to improve its reputation in the international arena.
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ABSTRACT

A simheuristic approach is described that determines a periodic review inventory policy for a
repair kit, where the repair cannot begin until all parts necessary for the repair are available. The
problem was motivated by a public transportation entity that stores over 3 million repair parts
worth $50 million. Inventory optimization needs to account for dependencies across the parts in
the repair kit, which causes competitional challenges. The heuristic model calculates slopes of a
cost equation starting with a deterministic model for each part. The iterative steps to determine
an effective inventory policy are described, and an example is presented.

KEYWORDS: Simheuristics, Repair inventory, Repair kit, Public transportation
INTRODUCTION

Many organizations maintain an inventory of parts used to maintain equipment and other
resources that are used by their customers or within their own operations. These parts are
referred to as repair parts or spare parts. Their inventory levels can be difficult to plan,
especially when demand is random and intermittent. A specific class of repair part inventory
problems are referred to as repair kit problems. Here, a set of parts is used to perform a repair
and the repair can only take place when all necessary parts are available. The dependencies
among the parts in a repair kit make these problems a computational challenge.

This article details a simheuristic approach for determining an effective inventory policy for a
repair Kit. It was motivated by a recent problem that took place at a public transit system that
stores over 20000 different part types that together constitute a total repair part inventory of over
3 million parts and accounts for over $50 million in total inventory value. The simheuristic
approach combines an individual part optimization formulation with a repair kit simulation. A
deterministic optimization formulation provides the initial feasible solution to the simulation, then
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a stochastic model acts as the heuristic to calculate incremental improvements based on unit
changes to each inventory planning parameter. Its main implementation challenge concerns the
random nature of simulation results because in some cases two potential solutions cannot be
precisely compared (i.e., a new simulated solution cannot always be shown as being better or
worse than a previous best solution).

The article starts by providing a brief literature review of repair kit inventory optimization and the
simheuristic approach that focuses on its use for operational problem solving. The methodology
section describes the repair kit simulation and derives the heuristic model used to search for
improved inventory policies. The simheuristic application is then described in detail, then two
examples show its application. The simheuristic algorithm requires a better stopping rule, which
constitutes future work on this project.

LITERATURE REVIEW

Research on repair inventory systems has been conducted across various industries and
disciplines. Kapoor and Ambekar (2015) and Mabini (2016) have conducted literature reviews
on repair inventory systems, while Boddupalli et al (2019) and Sun et al (2020) have focused on
repair part inventory management and safety stock policies, respectively, in public transit
systems. Lin et al (2017) have explored mathematical programming models for repair inventory
systems in rapid-speed trains, while Corazza et al (2018) have examined monitoring
approaches for repair inventory systems in buses. Repair systems are important in many public
settings because these entities maintain equipment for many years. Kim et al (2007), Basten
and Houtum (2014) and Slay and Sherbrooke (1988) conducted research focused on public
settings, with a particular emphasis on the Coast Guard, Air Force, and radar systems. Diaz and
Fu (1997) also explored repair inventory management specifically in public transportation
systems.

The repair kit problem occurs when the parts needed for a repair are collected and the repair
takes place only after all of the parts needed for the repair are available (Brumelle and Granot,
1993). Because repairs often have intermittent demand, managing repair kit inventory has been
done using a one-for-one replenishment policy (Mamer and Smith, 1985). Optimizing repair kit
inventory policies is a complex undertaking when cost minimization is sought (Hu et al, 2018).
Teunter (2006) developed two heuristics models, one that set a service level and minimized
cost and the other that assumed a fixed penalty cost when a repair could not be fulfilled. Prak et
al (2017) also presented a heuristic approach that calculated an economic order quantity to
represent the difference between reorder points and order-up-to levels in a periodic review
system.

Research on the forecasting demand for repair parts usually emphasizes the intermittent nature
of repair demand. Kennedy et al (2002) and Kapoor and Ambekar (2015) have studied repair
part demand based on maintenance schedules or the occurrence of random failures. Demand
forecasting has been examined using different models such as the Poisson model by Silver et al
(2016), the exponential model by Hollier (1980), and the mixed zero-truncated Poisson model
by Jiang et al (2020). Slay and Sherbrooke (1988) have also discussed the limitations of the
Poisson assumption in practice. Schuh et al (2015) have used a Weibull model to predict repair
demand based on failure probabilities.
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Simheuristics is an approach that blends simulation and heuristics to solve complex stochastic
combinatorial optimization problems. The simulation component of simheuristics is used to
model stochastic processes and the heuristics component is used to discover good solutions in
the solution space. Juan et al (2015) provide an overview of the essential aspects of
simheuristics and its applications to a diverse set of scenarios. These authors emphasize the
benefits of utilizing simheuristics, including its focus on robustness and adaptability.
Simheuristics has been shown to be effective in addressing a wide range of optimization
challenges, but finding optimal solutions in reasonable computing time remains elusive (Rabe et
al, 2020).

Simheuristics is used for applications in manufacturing and operations, including inventory
control, transportation planning, and scheduling (Michalak and Knowles, 2016). Arts et al (2016)
applied simheuristics in a changing demand environment to determine repairable stocking and
expediting strategies for an annealing manufacturing process. Seiringer et al (2022) provide an
example of simheuristics applied to the optimization of a materials requirements planning
system. They use a simulation model to represent the production system and a genetic
algorithm to search for an optimal solution. Going forward, Juan et al (2015) suggest that new
research focus on improving the performance and scalability of simheuristics algorithms, as well
as exploring new applications and problem domains.

METHODOLOGY

The simheuristic algorithm applied here attempts to identify a good set of period review
inventory policies for each part in a repair kit. The parameters of interest are the reorder point
and the order-up-to level for each part that are not consistent across parts due to their costs and
lead times. The approach includes a repair kit simulation, a heuristic model, and a search
procedure. The simulation model is a robust formulation that mimics a repair kit, and includes
fixed ordering costs, inventory holding costs, and costs for delaying a repair. The initial
simulation run uses a simplified part-by-part deterministic model that accounts for delays by
quantifying the cost of holding other parts in a repair kit when a given part is unavailable. The
heuristic model calculates the incremental cost when each of a part’s parameters (i.e., its
reorder point and order-up-to level) are increased or decreased by 1. After identifying the
parameter change that results in the largest negative cost difference, the modification is made
to the inventory policy and the simulation is executed. This procedure continues as better
solutions are generated and terminates when a poor solution is found. Each of these
components is described in more detail below.

Simulation Model

The logic underlying the repair kit simulation is shown as Figure 1. It mimics a repair kit over a
specified number of iterations (i.e., weeks). For each trial of the simulation, weekly repair
demand is generated from a Poisson distribution. The demand plus backlog from previous
weeks is compared to the minimum of all part inventories (i.e., the number of complete repair
kits available). Based on this comparison, the number of repair kits that can be shipped to
garages is determined, and the delays (in weeks) for each repair kit shipped is recorded.
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Figure 1: Repair Kit Simulation
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The simulation then considers each part in the repair kit. Their inventory levels are updated
based on the number of repair kits shipped, then each part’s inventory level is compared to the
reorder point. If a part’s inventory is less than the reorder point, an order is placed for the
difference between the order-up-to level and the inventory and the fixed ordering (i.e., setup)
cost is recorded. The week number for which the order will be received is stored. Finally, each
part’s inventory is updated with the parts received from suppliers and inventory holding cost is
updated.

After the number of specified iterations, the warmup period data are removed, and the delay
costs are calculated. Once all trials are completed, 95% confidence intervals are calculated for
the setup, holding, delay, and total costs. The simheuristic model is then applied to calculate the
“slopes” associated with making unit changes of one unit to each part’s reorder point and order-
up-to-level. These values are printed so that the user can manually change the inputs for the
subsequent runs of the simulation, until a stopping condition is encountered.

Heuristic Modeling

The heuristic model calculates the estimated improvements (i.e., total cost reductions) for each
potential change as follows (where s is the part’s reorder point and S is the part’s order-up-to
level):

1. Decreasing the part’s reorder point by 1 (s — 1)

2. Increasing the part’s reorder point by 1 (s + 1)

3. Decreasing the part’s order-up-to level by 1 (S — 1)
4. Increasing the part’s order-up-to level by 1 (S + 1)

The heuristic model assumes that demand is Poisson, the lead time is constant, the order cycle
is fixed, and the beginning cycle inventory is fixed. The inventory policy is periodic review (s, S)
with backlogged demand. Orders are placed weekly. The notation used to implement the model
is shown below:

u = Mean demand per week

L = Deterministic lead time in weeks
I = Inventory after part receipt

T = Cycle duration (weeks)

Cs = Fixed ordering (i.e., setup) cost
Cp = Delay cost per week

Cp = Part purchase cost

h = Annual carrying cost rate

50 = Number of weeks per year

To be feasible, we assume that the order up-to-level is sufficient (i.e., S > uL). Figure 2 shows

the fixed order cycle, where x is equal to the demand during the order cycle. The expected cycle
length (T) and expected starting inventory (I) per cycle are shown in Equations 1 and 2.
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Figure 2: Example Ordering Cycle
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The incremental estimated reductions (i.e., the “slopes”) for the total annual cost are calculated
by determining the changes in the annual delay, holding, and setup costs for each of the four
potential (s, S) inventory policy changes. These calculations are done for each part in the repair
kit.

Delay Cost Slope Determination

Delay cost slopes are determined using the Poisson distribution (with mean 1) to calculate
probabilities associated with demand during the fixed cycle time. Equation 3 shows the
expected annual delay cost for the current best solution. The basis for this derivation is that a
delay occurs when cycle demand exceeds I. The derivation assumes that, in these cases, the
demand is evenly distributed within the cycle.

2 P(X = d|A = uT) &
DC, = 50C, Z - Z(Zt —1) 3)
t=1

d=I+1

Equations 4 to 7 show the expected annual delay cost when the four possible changes are
made for a part. The differences between each of these costs and DC, constitutes the slope of
the change. For example, DCs,, — DC, is the estimated slope in the annual delay cost when S is
increased by 1.
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Holding Cost Slope Determination

Equation 8 shows the expected annual holding cost for the current best solution. The basis for
this derivation is that the inventory level may be positive for the entire cycle (when I > uT) or
inventory may be positive for only a portion of the cycle (I < uT).

hCp (21 — uT
#’ 2 #T
HCO = hCPIZ (8)
I T
\ 2 SH

Equations 9 to 12 show the expected annual holding cost when the four possible changes are
made for a part. The differences between each of these costs and HC, constitutes the slope of
the change. For example, HCs, 1 — HC, is the estimated unit increase (slope) in the annual
holding cost when S is increased by 1.

hCo[2(1 + 1) — (uT + 1)]

2 Izt

HCgyq = th(I + 1)2 )
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Setup Cost Slope Determination

Equation 13 shows the expected annual setup cost for the current best solution.

SCy = (13)

Equations 14 to 17 show the expected annual setup cost when the four possible changes are
made for a part. The differences between each of these costs and SC, constitutes the slope of
the change. For example, SCs,; — SC, is the estimated unit increase (slope) in the annual setup
cost when S is increased by 1.

50ucCs
SCs41 = T t1 (14)
SCs_, = 57(,)#_ Ci (15)
SCoyq = % (16)
SCy_q = 57(,)‘1 Csl (17)

The total cost difference is the sum of the delay, holding, and setup cost slopes for each
potential change.

Search Procedure
The search procedure is described in Figure 3. It is initiated using a deterministic model that
generates a (s, S) inventory policy for each part in a repair kit (Maleyeff et al, 2022). These

reorder points and order-up-to levels are input to the simulation, which generates results for Run
0 of the simulation and labels this result the best solution. The slopes (described above) are

59



Maleyeff et al Repair Kit Simheuristics

calculated by the simulation program and sorted. Next, the parameter change associated with
the most negative total cost slope is made, and the revised part parameters are input to the
simulation (i.e., Run 1). Simulation results are compared to the best solution using a hypothesis
test that accounts for simulation output variation, and again slopes are calculated.

Figure 3: Search Procedure

If the hypothesis test comparing the current solution to the best solution concludes with
confidence that the latest run of the simulation resulted in a better solution, its parameters are
set as the best solution. Slopes are calculated for changes in each parameter and the
procedure continues by simulating the new set of parameters. If the hypothesis test is
inconclusive, then the best solution is not updated, but the slopes are calculated and sorted,
and the parameters are changed for the next simulation run. If the hypothesis test concludes
with confidence that the current solution is worse than the best solution, the procedure
terminates. This stooping rule is preliminary as ideas are sought for a more robust stopping rule.

RESULTS
The simheuristics procedure is illustrated using two examples. The repair kit consist of 4 parts

(A, B, C, and D), with costs of $10, $50, $100, and $240 per part. The example assumes that
the repair delay cost is $5 per week, holding rate is 24% per year, the setup cost is $20 per
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order, and the weekly demand is 0.4 repairs per week. Each part’s lead time is assumed to be
10 weeks in the first example and 20 weeks in the second example. For every simulation run,
there were 400 trials, 5000 weeks per trial, and 100 weeks for the warmup period. The number
of trials was chosen so that the standard error of the total annual cost was less than 1% of its
average. The warmup period was confirmed using Welch’s method (Welch, 1983, pp. 268-328).

Example 1

The deterministic model generated values for the periodic review inventory policy, as shown in
the Run 0 column in Figure 4. The total annual cost for this policy had a 95% confidence interval
of between $1392 and $1423. The minimum slope for this scenario was -$74.45, corresponding
to an increase in the reorder point for part D. The simulation of this policy (Run 1 column in
Figure 4) had a 95% confidence interval of between $1054 and $1078. This was an
improvement in total cost (p<0.05). The minimum slope for this scenario was -$56.86,
corresponding to another increase in the reorder point for part D. The simheuristic approach
continued as shown in Figure 4. The procedure stopped after Run 8, and the best solution is
shown as the Result column. The 95% confidence interval for the total annual cost of this policy
was between $776 and $782.

Figure 4: Simheuristic Approach (Example 1)

Figure 5 shows the breakdown of the estimated annual holding, setup, and delay costs. Figure 6
shows the 95% interval for the total cost (only Runs 2 through 8 are shown).

Example 2

With increased lead times (from 10 to 20 weeks for each part), the deterministic model
generated values for the periodic review model, as shown in the Run 0 column in Figure 7. The
total annual cost for this policy had a 95% confidence interval of between $921 and $961. The
minimum slope for this scenario was -$13.46, corresponding to an increase in the reorder point
for part A. The simulation of this policy (Run 1 column in Figure 7) had a 95% confidence
interval of between $888 and $912. This was an improvement in total cost (p<0.05). The
minimum slope for this scenario was -$9.19, corresponding to an increase in the reorder point
for part A. The simheuristic approach continued as shown is Figure 7. The procedure stopped
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after Run 6, and the best solution is shown as the Result column. The 95% confidence interval
for the total annual cost of this policy was between $860 and $874.

Figure 5: Cost Comparisons (Example 1)

Figure 6: Total Cost Confident Intervals (Example 1)

Figure 7: Simheuristic Approach (Example 2)

Figure 8 shows the breakdown of the estimated annual holding, setup, and delay cost.
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Figure 8: Cost Comparisons (Example 2)

Figure 9 shows the 95% interval for the total cost.

Figure 9: Total Cost Confident Intervals (Example 2)
FUTURE WORK

The simheuristic approach is appropriate for determining inventory policies for the repair kit
problem because it is computationally challenging, and heuristics can be developed that
generate improved solutions. The approach presented in this article appears effective at
improving inventory policies in the period review case. The authors have more work to do for
two important aspects of the simheuristics algorithm. First, the search procedure needs to be
more robust by not stopping at the first poor solution. A modified branch-and-bound procedure
is being considered. Second, the simheuristic algorithm needs to be validated. Given the
computational burdens, it would be impossible to validate the algorithm by comparing with an
exact solution and therefore this challenge remains elusive.
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ABSTRACT

The Central Texas Food Bank experienced notable inventory reductions for multiple food
categories because of canceled USDA shipments and decreased retail donations after COVID-
19. To counteract these supply chain disruptions, this paper presents a two-stage stochastic
multi-period inventory model to recommend an optimal mix of food categories and ordering
amounts to satisfy uncertain demands at minimum cost. The stochastic model involves a first-
stage decision, buying food in each category under uncertain demand, and second-stage
decisions or recourse actions to minimize the impact of food scarcity and waste. The two-stage
stochastic model’s cost-effectiveness is demonstrated through comparison to a deterministic
model.

KEYWORDS: Inventory models, Food banks, Supply chain disruptions, Stochastic
programming, Uncertain demand

INTRODUCTION

The COVID-19 pandemic impacted the world, and food banks were no exception. Following the
COVID-19 pandemic, food banks worldwide faced unprecedented challenges in meeting the
increased demand for food assistance. To illustrate the role played by the charitable food sector
in addressing the increased levels of food insecurity, Feeding America (2021a) estimated that a
minimum of 60 million individuals, constituting one-fifth of the U.S. population, sought aid from
food banks, food pantries and similar private food assistance programs during 2020. There was
a 50%-55% surge in the total number of individuals seeking support from charitable food
assistance compared to 2019 (Feeding America, 2021a; Feeding America, 2021b). Similarly,
the Feeding Texas network, which comprises 21 food banks representing diverse communities
throughout the state of Texas, encountered a surge in demand alongside challenges related to
disrupted supply chains and limited availability of volunteers. According to the report by Feeding
Texas (2020), one out of every four Texas families experienced food insecurity difficulties during
the pandemic. Food insecurity increased from 13% of households in 2019 to 31% in July 2020.
Furthermore, Feeding Texas (2020) indicated that from March to August, Texas food banks
distributed over 400 million pounds of food to their communities, showing a notable 60% rise
compared to the corresponding period in 2019.
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The Central Texas Food Bank (CTFB) with headquarters in Austin is the largest hunger relief
charity in Central Texas and it has operated or nearly 40 years (Central Texas Food Bank,
2023). In 2020, the CTFB began to experience inventory shortages across its 32 food
categories due to COVID-19 supply chain disruptions. Servicing over 300 partner agencies
across 21 central Texas counties, these inventory shortages put both CTFB and its constituents
in jeopardy. According to CTFB, most partner agencies (81%) expressed that their capacity to
assist the community in need would be at risk without the support the CTFB provided. As the
pandemic recedes, the CTFB continues facing Inventory Management (IM) issues to ensure
efficient and effective food distribution.

IM is a complex problem, particularly for the CTFB, which relies on donations, experiences
fluctuating demands, operates under resource constraints such as the perishability of food items
and limited storage space, and needs to ensure enough food is on hand to distribute about 64
million pounds of food yearly. Given these challenges, this study aims to apply an operations
research model to help the CTFB to address disruptions in supplies and demands post-COVID-
19 by accomplishing three objectives: (1) recommending an optimal mix of product categories
and quantities to procure over time, (2) achieving effectiveness in procuring the food needed to
satisfy the uncertain demands and (3) efficiently minimizing the acquisition and inventory costs.

Figure 1: CTFB supply chain problem researched

Shipments County 1
from Agencies
USDA
USDA

Donations from
retailers and
otherdonors | |
3y ==
i b
County 21
Food bank Agencies
already
purchased Food bank @%
supplement
purchases

Figure 1 illustrates the CTFB supply chain problem researched in this paper. CTFB gets food
from USDA, retailers, and other donors. Besides, CTFB uses some of the donated money to
purchase food to cover fluctuations in food donations and satisfy the demands of the community
in need. The dry, frozen, and cooler or refrigerated food received is stored in the CTFB
warehouse and distributed to 300 partner agencies, such as food pantries and shelters in 21
counties, that supply the food to their final customers. However, because of uncertainty in
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demands and reductions in donations CTFB ends up needing to make supplemental purchases
to satisfy the demands. The research question investigated in this paper is if it is feasible to find
an optimal monthly procurement plan for CTFB supplemental purchases in a post-COVID-19
environment given CTFB’s financial and resource limitations.

This paper proposes a two-stage stochastic programming (TSSP) model to address the
research question above. By incorporating uncertainty in food demand and CTFB supply chain
constraints, such as limited storage capacity, waste limits of perishable items, and budget
available, the proposed model aims to minimize costs associated with sourcing food, storing
inventory, and disposing of perished food, and enhance the CTFB's ability to provide essential
food assistance. A TSSP model is a robust mathematical framework because it simultaneously
plans for the initial decision-making stage and the subsequent operational stage accounting for
uncertainties represented in multiple scenarios and allowing for adaptability and flexibility in
decision-making.

This study draws upon the existing research on stochastic programming models for IM and
supply chain optimization. Several notable contributions have explored the application of
stochastic programming in various domains, such as agriculture, manufacturing, and logistics.
For instance, Nguyen & Chen (2019) introduced a multi-period inventory model for a perishable
product with stochastic supply and demand in a rolling horizon framework. The main objective
was to minimize the expected total cost of ordering, purchasing, holding, shortage, and waste.
Additionally, Gupta & Maranas (2000) proposed a TSSP approach for incorporating demand
uncertainty in multisite midterm supply-chain planning problems. In this paper, we build upon
these foundations and adopt the TSSP approach to address the unique challenges the CTFB
faces. By applying a TSSP approach, this study contributes to the scarce body of knowledge in
IM for food banks using TSSP and provides actionable insights for food bank operations.
Furthermore, by optimizing the inventory system and enhancing operational efficiency, the
proposed model assists the CTFB in its mission to alleviate hunger and nourish the community
in Central Texas.

The remainder of this paper is organized as follows. Section 2 reviews relevant literature on
food banks’ IM and on stochastic programming models proposed to model uncertain demand
and supply for food banks or other uncertainties in similar contexts. Section 3 presents the
TSSP model proposed and a deterministic model developed for comparison purposes. Section
4 describes the case study. Section 5 provides the numerical results and discussion. Section 6
presents the sensitivity analysis. Section 7 is the conclusions section, which summarizes the
findings, highlights the practical insights, and suggests future research directions.

LITERATURE REVIEW
Literature Review on the Effect of COVID-19 on Food Bank Operations

In 2023, a report from the Food Security Information Network and Global Network Against Food
Crises (FSIN and Global Network Against Food Crises, 2023), reported that 258 million people
in 58 countries were affected by food insecurity in 2022. The COVID-19 effects were one of the
contributors to this issue in various regions worldwide. Esmaeilidouki et al. (2021) mentioned
that food insecurity is on the rise worldwide, affecting over one billion people who lack access to
adequate nutrition. As non-profit organizations, food banks have prioritized helping food-
insecure individuals by delivering food donations. The significance of these humanitarian
organizations is demonstrated by the increasing number of food-insecure households and
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individuals served by food banks in affluent nations. Each year, a growing number of people are
served by food banks, which play a vital role in eliminating food shortages. Besides, during the
COVID-19 pandemic, governments implemented new policies and funding programs to aid food
banks in meeting the food security needs of the community. For example, the United States
Department of Agriculture (USDA) initiated the “Farmers to Families Food Box Program,” in
which food banks such as Los Angeles Regional Food Bank (LRFB) served as intermediaries
between suppliers and agencies to coordinate supply and demand (Blackmon et al., 2021). The
LRFB, Salesforce, and the University of California Los Angeles developed a decision support
system in 45 days to help the LRFB to function as an efficient intermediary.

Food safety, user perception, food insecurity, and food bank operations are the four primary
subject areas highlighted by current research on food bank operations and food insecurity. For
example, a detailed literature review on food banks and their operational challenges under
COVID-19 disruption was conducted by Esmaeilidouki et al. (2021) based on the literature
published between 2000 to 2021. Esmaeilidouki et al. (2021) used an effective three-stage
process in which 48 relevant papers were selected and analyzed after initially searching 200
papers.

Literature Review on Food Bank Operations

Another noteworthy literature review on food banks is MclIntyre et al. (2016), who evaluated 33
articles on food bank operations from 1998 to 2014 to identify if the operational challenges
faced by food banks suggest that these organizations may be perpetuating inequity. On the
other hand, Ataseven et al. (2018) used an online survey methodology targeting 202 food
banks to test that organizational and human assets drive supply chain integration (i.e., supply
integration, internal integration, and demand integration) and are critical for sustained operation
of food banks. The analysis of the responses of 100 participating food banks demonstrated the
validity of the hypothesis.

Overall, the literature regarding food bank operations is extensive. Therefore, Esmaeilidouki et
al. (2021) have classified it into four areas: 1) Distribution Management, 2) Facility Planning, 3)
Volunteers Scheduling and 4) Inventory Management (IM). This paper concentrates on IM of the
food bank supply chain. However, literature on food bank IM is limited and IM problems become
significantly more challenging when faced with uncertain demand. Publications in Kim et al.
(2015) and Solyali et al. (2015) discuss the difficulty of addressing IM under uncertain demand.

Some relevant aspects of food bank IM problems are variations in donations, changes in
demands, agencies’ uncertain supply (Orgut et al., 2017; Orgut et al., 2018), optimal ways to
allocate extra receiving capacity to counties (Orgut et al., 2016), and management of perishable
food (Giuseppe et al., 2014; Mandal et al., 2021). Orgut et al. (2016) provided a deterministic
network-flow model to minimize the amount of undistributed food and keep equitable distribution
to each county. An extension of this model was presented to determine optimal ways of
allocating new extra receiving capacity to bottleneck counties. Furthermore, Orgut et al. (2017)
considered stochastic receiving capacities at the agencies, affected by budget and workforce
availability, to ensure equitable distribution of food donations in a single-period two-stage
stochastic model. Then, Orgut et al. (2018) extended the work of Orgut et al. (2016) by
implementing two robust optimization models to achieve adequate distribution of food donations
considering uncertainty in counties and agencies’ receiving capacities. In their study, food
demands remain as a deterministic parameter.
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Regarding the integration of distribution management, facility planning, and IM for food bank
operations, Martins et al. (2019) presented a mixed integer programming model to redesign a
food bank supply chain network. Their work deals with accounting for three objectives
(economic, environmental, and social aspects of sustainability) and their associated tradeoffs.
The numerical study uses problem instances from the Portuguese Federation of Food Banks
(FPBA) network.

Literature Review on Modeling Supply and Demand Uncertainties in Food Bank
Operations with Two-Stage Stochastic Programs

There are a few contributions in the food bank literature where supply and demand uncertainties
are modeled in a two-stage stochastic model. For instance, Kaviyani-Charati et al. (2022)
developed a comprehensive two-stage stochastic model for a non-profit food bank supply chain
that incorporates multiple objectives, stages, products, and periods. The model considered the
three pillars of sustainability (economic, social, and environmental), as well as time constraints
and a diverse transportation fleet while aiming at multiple objectives such as reducing food
waste, facilitating the collection and reusing of surplus food, minimizing environmental and
economic impacts, enhancing food security, and fulfilling demand. In addition, this contribution
modeled uncertainty on the amount of monetary donation, unmet demand, and extra warehouse
and transportation capacity.

Tofighi et al. (2016) proposed a two-stage scenario-based possibilistic-stochastic programming
(SBPSP) approach to design a logistic network for disaster relief operations under mixed
uncertainty. In this case, both the supply and demand were considered uncertain. In a different
context, Dillon et al. (2017), proposed a two-stage stochastic programming model to manage
the inventory of red blood cells and minimize operational expenses, blood shortage and
wastage caused by expiration while considering perishability and demand uncertainty.

Literature Review on Inventory Management (IM) Considering Perishability of Products
and Food Waste

Another significant issue related to IM is the perishability of products or food wastage, and the
food bank’s inventory is no exception in this case. According to Mallidis et al., (2022), food
security and availability are two ethical and moral concerns related to food waste's social
consequences. Mourad (2016) and Papargyropoulou et al. (2014), state that prevention efforts
(e.g., reducing surplus at the source, optimizing processes) have priority over re-use for human
consumption through redistribution networks and welfare organizations (including food banks
and charities). Nguyen & Chen (2019) optimized a perishable inventory system with the main
objective of minimizing the expected total cost of ordering, purchasing, inventory holding,
shortage, and waste.

Besides, a food bank-related study was conducted by Mandal et al. (2021), where a decision
support system was proposed for an aggregator that connects retailers to food banks, and it
may reduce food wastage while maximizing profit and minimizing the environmental impact.
Although our research work disseminated in this paper has not considered the perishability for
some of the food categories, we have included the cost of food wastage in the objective function
that minimizes the overall operational cost.

In summary, this paper includes several main contributions. Firstly, we formulate a two-stage,
multi-period, multi-product stochastic programming IM considering stochastic demands from the
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agencies to minimize operational costs, including acquisition, inventory and wasted food costs.
Secondly, we recommend an optimal mix of food categories to satisfy demand and mitigate
disruptions in supply. Thirdly, we help decision-makers by demonstrating the cost-effectiveness
of using our stochastic model instead of a deterministic model.

TSSP MODEL FORMULATION

The CTFB IM problem is formulated as a multi-period, multi-product TSSP. As mentioned in the
introduction and presented in Figure 1, CTFB used some of the donated money to purchase
food to cover fluctuations in food donations and be prepared to satisfy the increasing demands
of the community in need. Thus, the TSSP considers the amounts of food already purchased
and the uncertainty of final demand for each food category to determine an optimal strategy to
perform supplemental purchases or other needed recourse actions that satisfy the demand and
other realistic constraints. Then, the TSSP model (TSSPM) determines the additional amounts
of food to purchase before realizing the demand uncertainty (first-stage decision), and after
realizing it (second-stage decision) and additional recourse actions to deal with the uncertainty
in demand, such as storing in inventory or removing food that cannot be stored in the
warehouse due to space limitations. Figure 2 illustrates the decisions of the model in each of the
two stages.

Figure 2: Decision variables in the CTFB TSSP model

Tables 1-3 present the notation for indexes, sets, parameters, and decision variables in the
TSSP model, and the TSSP formulation is immediately below the tables. In the TSSP model,
equation (1) is the objective function that includes the costs of food received from USDA,
original CTFB purchases, first-stage and second-stage supplemental purchases, food wasted
(i.e., food that has to be removed from the warehouse due to space limitations), and carrying
inventory. Constraints (2) and (3) are to conserve the product flow and ensure that the total
amount of available food equals the sum of the food demanded, sent to inventory, and wasted.
Constraint (4) assures that the amount of wasted food is less than the first-stage supplemental
purchases plus the original purchases and all donations received. Constraint (5) defines that the
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amount of food the inventory carries cannot exceed storage capacity. Constraint (6) assures the
overall monthly cost of procuring the food does not exceed the monthly budget. Then, the sign
constraints (7) and (8) assure that first and second-stage supplemental purchases, amount of
food wasted, and inventory carried are non-negative.

The TSSP model proposed assumes: (1) deterministic supply (i.e., USDA shipments, donations,
and already completed purchases by food bank) (2) no perishability of food categories (3) no
exchange of food between food banks (4) stochastic demand scenarios coming from historical
data collected (2020 and 2021).

Table 1: TSSP Model Sets and Indexes

Notation Description
F Set of food categories included in the model,
F = {4,6,7,10,14,15,16,23,27,28} and index f eF
T Set of time periods 7={1,2, ...,12} and index teT
S Set of scenarios S = {2020,2021}. The scenarios contain historical demand data for
the years 2020 and 2021 and index seS
c Set of types of storage types C = {1,2,3} in the CTFB warehouse; 1 is for dry, 2 is for
cooler or refrigerated, and 3 is for frozen, and index j € C
D Set of dry food categories included in the model,
D = {4,6,10,14,16,23,27} and index d € D
A Set of cooler or refrigerated food categories included in the model,
A={728}andindexa € A
R Set of frozen food categories included in the model,
R= {15} and indexr€ R
Table 2: TSSP Model Parameters
Notation Description
Trte Cost per pound of handling and distributing food category f from USDA at period t.
ert Pounds of food category f handled and distributed by USDA at period t¢.
ng Total cost of original purchases for food at period t.
Oft Pounds originally purchased for food category f at period t.
dft Cost per pound of first-stage supplemental purchases for food category f at period t.
Use Cost per pound of second-stage supplemental purchases for food category f at
period t.
hg Inventory carrying cost per pound for dry food d
hg Inventory carrying cost per pound for cooler food a
h, Inventory carrying cost per pound for frozen food r
let Pounds of food category f donated by other donors and retailers at period t.
Ds Probability of occurrence for scenario s (Y sesps = 1)
dfes Pounds demanded of food category f at period t under scenario s.
gj Pounds of storage capacity type j.
b, Monthly budget of CTFB at period t.
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Table 3: TSSP Model Decision Variables

Notation Description
Xft Pounds of first-stage supplemental purchase for each food category f at period t.
Yrts Pounds of second-stage extra purchase for each food category f at period t under
scenario s.
Mg Pounds of food categories f wasted at period ¢t under scenario s
Zf(t-1) Pounds of inventory carried for food category f in period t — 1.
Zpts Pounds of inventory carried for food category f at period t under scenario s.

Model 1. TSSP Model:

Min zrgspy = 2 ng + 2 Z(rfteft + thxft) + 2 Ps 2 E(uft}’fts + qftmfts)‘

teT fEF teT SES fEf teT
+ 2 Ds [2 2 hdZdts + 2 2 haZats + 2 2 hrzrts] (1)
SES teT deD teT a€A teT reR

s.t.
Zf(t—l) + eft + Oft + lft + .xft + yftS = dftS + ths + mfts ’ Vf € F, t = 1, VSES (2)
Zf(t_l)s + eft + Oft + lft + xft + yftS = dftS + thS + mfts ) Vf € F, Vt € T\{l}, VS € S (3)
mftsseft+oft+lft+xftJ VfEF,VtET,VSES (4)
sztSng, Vj€Eec,VteT,VseES (5)
fECj
E(rfteft + qftxft + uftyfts) + nt S bt ) Vt E T, VS E S (6)
fEF
Xet, Vits) Myes, Zees = 0, VfEFVteT,VseS (7)
Zf(t—l) 20, VfEF,tzl (8)

To assess the performance of the proposed TSSP model (Model 1) for solving the CTFB supply
chain problem, the following deterministic model (Model 2) is formulated. Some notations in
Tables 1-3 and the notation in Table 4 are used in the deterministic model.

Table 4: Additional Decision Variables (D.V.) and
Parameters (Par.) for the Deterministic Model

Notation | Category Description
J;t Par. Estimated mean pounds demanded for food category f at period t
Mgt D.V. Pounds of food categories f wasted at period t
Zf (t-1) D.V. Pounds of inventory carried for food category f in period t — 1.
Zft D.V. Pounds of inventory carried for food category f at period t.
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Equations 1-2 in the deterministic model have the same purpose as the ones in the TSSP
model. Similarly, Equations 3-5 in the deterministic model have a similar meaning to Equations
4-6 in the stochastic model. However, in the deterministic model, the scenarios are eliminated
because only the mean demand for each food category is included in the model.

Model 2. Deterministic Model:

Min zp.e = 2 ng + 2 E(rﬁeﬁ + qpexpe + qftmft)

teT fEF teT
+ 2 2 hdZdt + 2 2 haZat + 2 2 hrzrt (1)
teT deD teT a€A teT reER

s.t.
Zf(t_1)+eft+0ft+lft+xft=C@‘;+th+mft, VfEF,t ET (2)
mftseft+0ft+lft+xft! VfEF,VtET (3)
szthj, VjEc,VtET (4)
fECj
E(rfteft + qftxft) + nt S bt 1] Vt E T (5)
fEF
Xfe,Mpe, Zpe = 0, VfEFVteET (6)
CASE STUDY

The case study is based on data provided by the CTFB for the years 2019, 2020, and 2021.
After analyzing Pareto Charts for the pounds of food distributed for each of the 32 food
categories stored in the CTFB each month during the years 2019-2021, 10 food categories were
consistently selected as the most demanded ones. Therefore, only these 10 categories were
included in the TSSP model. Figure 3 presents a consolidated Pareto Chart for the year 2020
showing the most relevant food categories. Table 5 lists the names of the ten food categories
and the percentage that each one contributed to the total demand in 2020. Note that the
percentages of contribution for these 10 categories account for about 90% of the pounds of food
distributed by the CTFB and that the percentages of contribution per category are relatively
similar for the years 2019-2021.

Table 6 provides the storage capacities for each of the types of storage (dry, cooler or
refrigerated and frozen) used in the CTFB warehouse. As mentioned in Table 1, the model
considers only scenarios corresponding to the monthly demands for the years 2020 and 2021.
The demands for the year 2019 was excluded because these demands were significantly
different from the post-COVID years 2020 and 2021. CTFB provided the initial inventory and
the purchase cost and extra purchase cost per pound in each food category. Besides monthly
data for demands, CTFB also provided pounds of food donated by USDA, pounds of food
already purchased by CTFB, and pounds of food donated by other donors or retailers in each
month and food category. The monthly budget is about 7.2 million.
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Figure 3: Pounds distributed by food category in 2020
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Table 5: The 10 Food Categories Included in the TSSP Model
Category No. Description StTo;sge 2019 2020 2021
28 Fresh fruit & vegetables Cooler 41% 30% 26%
16 Mixed & assorted Dry 7% 18% 24%
15 Meat, fish, poultry Frozen 10% 14% 10%
7 Dairy Cooler 5% 8% 7%
4 Bread and bakery Dry 8% 6% 7%
27 Vegetables canned Dry 5% 4% 4%
23 Protein non-meat Dry 4% 3% 3%
6 Complete meal entrée soup Dry 2% 2% 2%
10 Fruit canned Dry 3% 2% 2%
14 Juice Dry 2% 1% 3%
Total 82% 88% 85%

Table 6: Storage Capacity for Each Storage Type (pounds)

Storage Type Capacity
Dry 5,224,800

Cooler or refrigerated 2,226,000
Frozen 2,730,000
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NUMERICAL RESULTS AND DISCUSSION

The TSSP model was coded in AMPL using AMPL IDE and solved with the CPLEX solver. All
experiments were conducted on a PC with a 1.30 GHz 12 Gen Intel® Core™ i5-1235U
processor, 12 GB RAM, and running Windows 11 (64-bit).

The customary three-step process to compare deterministic vs. two-stage stochastic model
solutions was adopted. First, the deterministic model and the TSSP models were solved to
determine their optimal solutions, zrsspy and zp., Then, the supplemental purchases,xs;,
prescribed by the deterministic model, were input as parameters into the TSSP model and the
stochastic model was solved to find only the values of the second-stage variables and a new
objective function cost notated as zpe; into rsspm- The cost saving (i.e., a cost advantage) from
using the TSSP model is assessed as zpe; into rsspm — Zrsspm- 1h€ assessed cost saving was
$10,060,900 ($40,535,000 - $30,474,100). It is an annual cost reduction of about 25%.

Figures 4 and 5 compare the first-stage and second-stage supplemental purchases per food
category found by the TSSP model and the model that plugged the deterministic solution into
the stochastic model, respectively. Figure 4 presents the first-stage supplemental purchases
(blue bars) and the second-stage extra purchases found by the TSSP model for the demand
scenario year 2020 (orange bars) and for the demand scenario year 2021(grey bars). On the
other hand, Figure 5 presents the deterministic solution for first-stage supplemental purchases
(blue bars) and the second-stage extra purchases needed under demand scenario year 2020
(orange bars) and demand scenario year 2021 (grey bars). A significant difference between the
two graphs is that the TSSP model emphasizes second-stage purchases on several food
categories, while the deterministic solution ensures that larger first-stage purchases occur for
most of the food categories, but plugging these purchases into the stochastic model ultimately
triggers wastage of food incurring in extra cost.

Both models decide not to buy bread and bakery at any stage and it is because donations of
bread and bakery exceed the demands. Dairy products are consistently purchased by both
models, mostly in the first stage because even if it is a product category with high demand and
high variability (i.e., high standard deviation for the demand) it has relatively low price. Juice is
consistently purchased in the second-stage only because of its low demand variability and its
relatively low price. The models differ on the way they decide to purchase for the mixed &
assorted category which is one of the categories with the highest variability in monthly
demands. Because the deterministic model observes only the mean demands, it purchases
mostly in the first-stage. On the other hand, the stochastic model postpones the supplemental
purchases of this highly demanded food category to the second stage. The models consistently
postpone the supplemental purchases of fresh fruit & vegetables to the second stage. This is a
consistent decision explained by the high demands, high demand variability and space
constraints for cooler or refrigerated food.
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Figure 4. Thousands of food purchased by the TSSP model
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Figure 5. Thousands of food purchased by the model that plugs supplemental
purchases obtained from the deterministic model solution into the stochastic model
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SENSITIVITY ANALYSIS

A sensitivity analysis was performed with the models to explore the effect of changes in the
supplemental purchase costs on the models' total cost. For the base case presented in the
previous section, the first-stage supplemental purchase cost, gy, is considered equal to the
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second-stage supplemental purchase cost, uy, (i.e., :—}’: = 1). In the sensitivity analysis, the
second-stage supplemental purchase cost is increased vs. the first-stage supplemental
purchase cost by 20%, 40%, 60%, 80% and 100% (i.e., us is 1.2, 1.4, 1.6, 1.8, and 2.0 times
larger than q.). Figure 5 illustrates that the cost advantage between the TSSP model and the
model that plugs the deterministic solution in the stochastic model decreases. Thus, the highest
total cost difference is observed when q¢, = uy,. This result agrees with the author’s
expectations. An excessive increase in the second-stage extra purchase cost affects the cost
advantage of postponing the purchase of food categories with high demand variability offered by
the TSSP model.

Figure 6: Sensitivity analysis for total cost vs. increases
in prices for second-stage supplemental purchases
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CONCLUSION

This paper addressed a critical inventory management issue, procurement plans for the Central
Texas Food Bank in the aftermath of the COVID-19 pandemic. This pandemic has caused
supply chain disruptions such as increased demand, reduced donations, and cancelation of
shipments for CTFB, which ultimately resulted in inventory shortages in some food categories.
This paper concentrated on supply chain disruption challenges, specifically on the rises in
demand for various food categories considering them as stochastic parameters. The research
study set clear objectives such as recommending an optimal mix of food categories based on
scenarios created from the historical demand data, identifying effective acquisition of food
amounts to satisfy the demand of a community in need, and minimizing the costs related to
procurement, inventory, and food wasted. The findings demonstrate that the inherent
uncertainties and risks associated with food banks can be effectively captured and managed
through two-stage stochastic programming.
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Considering the uncertainty in demand, the two-stage stochastic programming model provides
decision-makers at the Central Texas Food Bank with more robust inventory planning
strategies. The paper explored the benefits of a stochastic approach compared to a
deterministic model through sensitivity analysis. The primary focus was determining the
appropriate quantities of food to procure for each category before the actual demand uncertainty
was realized (i.e., the first-stage decisions). Subsequently, second-stage decisions or recourse
actions were found to supplement the initial purchases. The two-stage model enables decision-
makers to make proactive decisions in the first stage based on available information and then
revise those decisions in the second stage as additional information becomes available. This
two-stage framework allows for greater responsiveness and agility in inventory planning, further
enhancing cost efficiency. A systematic comparative approach was used to assess the cost
difference between the stochastic and deterministic models presented.

The results analysis reveals a clear cost advantage in utilizing the two-stage stochastic
programming model for inventory planning. The model is an effective tool for solving the
procurement issues CTFB has experienced after COVID-19. Based on the results of this study,
some future research aspects were also found which can be included in the model, such as
variability in donations, increasing the number of scenarios by sampling from forecasted
demands, and incorporating optimization of the food distribution to agencies.
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ABSTRACT

This study investigates the potential of additive manufacturing (AM) technology in enhancing
supply chain resilience (SCR) during periods of disruption. The impact of adopting AM on SCR is
influenced by various factors, including institutional response, technological capabilities,
manufacturing capabilities, and supplier relationships. The relationships between the variables
were examined using structural equation modeling. The findings of the study confirm that AM
technology has the ability to improve SCR, challenging the traditional perspective that institutional
experience is the primary driver of preparedness. This research offers practical implications for
managers seeking to enhance their organization's resilience within a dynamic business
environment.

KEYWORDS: Supply Chain Resilience, Additive Manufacturing, Structural Equation
Modelling

INTRODUCTION

In recent years, the world has witnessed several natural disasters, pandemics, and geopolitical
tensions that have disrupted global supply chains. These disruptions have exposed the need for
resilient supply chains that can withstand unexpected shocks and quickly adapt to changing
circumstances. For instance, the 2011 earthquake and tsunami in Japan severely impacted the
automotive industry because many of its suppliers were located in the affected areas. Similarly,
the COVID-19 pandemic has disrupted supply chains globally, leading to shortages of critical
medical supplies and equipment. Thus, SCR has become an essential consideration for
businesses today. To mitigate the impact of disasters on supply chains, businesses need to adopt
resilience strategies. These strategies involve building redundant supply chains, diversifying
suppliers, and developing contingency plans that can be quickly implemented in case of
disruptions (Gunasekaran et al., 2015).

There are several factors that contribute to the resilience of a supply chain, but some stand out
more prominently than others. These include institutional response (IR) (Wu et al.,, 2023),
technology capability (TC) (Naghshineh and Carvalho, 2022), manufacturing capability (MC)
(Linkov et al., 2020), and supplier relations (SR) (Faruquee et al., 2021), all of which have a
significant impact on the resilience of the supply chain. However, in addition to these factors,
many Industry 4.0 technologies have emerged that can support or mediate these variables with
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the aim of enhancing SCR (Qader et al., 2020). It's worth noting that these technologies have the
potential to bring about radical changes and affect existing operations management. Despite this,
they are increasingly being adopted by businesses looking to improve their SCR and adapt to the
ever-changing landscape of the industry.

Industry 4.0 technologies, such as the Internet of Things (IoT), big data analytics, and artificial
intelligence (Al), offer new opportunities for building resilient supply chains. loT sensors can
provide real-time data on inventory levels, shipping conditions, and other factors that can impact
supply chain performance. Big data analytics can help businesses identify potential disruptions
and develop proactive strategies to mitigate them. Al can be used to optimize supply chain
operations and improve decision-making (Spieske et al., 2021). The other Industry 4.0 technology
AM is a manufacturing process that involves building products layer by layer from digital designs.
This technology has several advantages for SCR. First, it enables on-demand production, which
reduces the need for large inventories and can help businesses respond quickly to changing
demand. Second, it allows for localized production, which reduces transportation costs and lead
times. Third, it enables rapid prototyping, which can help businesses develop new products and
designs quickly (Belhadi et al., 2022).

When it relates to SCR, it is well known that AM technology provides numerous benefits such as
including tracing customer specifications and providing flexibility, letting re-designing and
instantaneous manufacturing, nearness to the consumer and quick delivery times, adaptability at
the spot of maintenance and service, less exposure to disruptions in supply chain processes,
increasing service level with diverse product types, low inventory, and transportation coherence
(Kunovjanek et al., 2022). In this regard, the relevant study has two key research questions, which
are as follows:

RQ1: What is the impact of AM technology on SCR?

RQ2: What role does AM play in mediating between SCR and latent variables such as institutional
response, manufacturing and technological capabilities and supplier relations?

AM technology can contribute significantly to enhancing the resilience of supply chains, and the
research questions aim to explore the ways in which companies can leverage these benefits.

LITERATURE REVIEW

The scholars found that utilizing theoretical models could aid in elucidating the parties involved in
adopting and executing technologies, as well as other essential factors, in order to discern and
clarify the part played by governments, technologies, networks, stakeholders, and other
establishments in implementing new technologies and ensuring the resilience of the supply chain
(Pettit et al., 2010; Straub, 2009). In this section, we will explore the theories and associated
presumptions that serve as the groundwork for our investigation while preserving the coherence
of the meaning.

The stakeholder theory is a well-known management theory that emphasizes the importance of
taking into account the impact of a company's activities on all stakeholders, not just its
shareholders. These stakeholders can include employees, clients, suppliers, society, and the
environment. To ensure supply chain resiliency, it is essential to consider the interests of all
stakeholders in the supply chain, including governments and affiliated organizations (Qazi, et al.,
2022).

Institutional theory suggests that external factors such as societal norms, values, and regulations
can influence organizations. In the case of a supply chain disruption, government and other
organizations can provide support that aligns with existing social norms and values. This support
may include financial assistance, information exchange, regulatory flexibility, and coordination of
response efforts. These actions are manifestations of societal standards such as organization,
flexibility, cooperation, and teamwork. By providing this support, governments and other
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organizations can contribute to a more robust supply chain, reduce the impact of the disruption,
and build trust with affected firms. Thus, it is critical to consider institutional reactions and supplier
connections when analyzing the variables that impact the adoption and implementation of
emerging technologies (Zsidisin et al., 2005).

Resource-based theory (RBV) is a management theory that suggests that a firm's resource and
capabilities may provide it with a competitive advantage over the long term. Manufacturing
capacity is one such capability that can be examined using the RBV framework, and it may provide
a company with a competitive advantage. According to RBV, a company's resources can be
classified into two categories: tangible and intangible. Tangible resources include things like
machinery, equipment, and inventory, while intangible resources include knowledge, skills, and
reputation. Manufacturing capacity includes both tangible and intangible resources such as
inventory management procedures and machinery and equipment (Brandon-Jones et al., 2014).
Business network theory, which focuses on the relations between a company and its suppliers
within a network of interdependent enterprises, also lends credence to the study's organizational
framework. These relations are important because they may have a big impact on a company's
access to resources, expertise, and information, as well as its overall competitiveness. According
to business network theory, a company's supplier connections' strength and quality have an
impact on how resilient the company is. A company may obtain essential resources and raw
materials, simplify its supply chain, and save costs via improved coordination and communication
by developing excellent supplier relationships. Moreover, a company may benefit from strategic
supplier connections by gaining information and experience that it can use to boost product
quality, innovation, and flexibility to market changes. Supplier relations are dynamic and prone to
change over time, according to business network theory. Businesses need to be able to adjust to
changes in their supplier relationships if they want to preserve resilience. Since they significantly
affect a company's access to resources, expertise, and information as well as its competitiveness
within a network of interdependent enterprises, supplier connections are a crucial component of
business network theory. Businesses may increase their chances of success in the market by
strategically managing their supplier relationships and adapting to changes over time (Mari et al.,
2015).

To obtain valuable insights into the role of AM and other variables in enhancing SCR (Jain et al.,
2018), we have employed a grounded theory research design in this study. The embedded theory
approach allows us to create empirical theory and determine causal relationships between
phenomena by analyzing qualitative data from the literature (Zsidisin et al., 2016). By analyzing
the theoretical perspectives of resource-based theory, stakeholder theory, institutional theory, and
business network theory, we have formulated hypotheses that address our research questions.
Additionally, we have reviewed existing research on institutional interventions in disruption events,
technology and production capabilities, supplier relationships, AM, and SCR to gain a
comprehensive understanding of the research phenomenon. The combination of these analyses
provides valuable insights into the role of AM and other variables in enhancing SCR.

THEORETICAL DEVELOPMENT/MODEL

SCR is the capacity of a supply chain to sustain operations and continue providing goods or
services to clients in the face of unanticipated interruptions (Qader et al., 2022). In other terms, it
refers to a supply chain's ability to quickly recover from or adjust to a disruption or shock. A supply
chain that is resilient can recognize possible hazards and take proactive steps to reduce them. It
entails having backup plans in place, dependable supplier connections, a diverse supplier pool,
and efficient communication routes. In addition, a resilient supply chain is able to recognize and
react to interruptions like natural disasters, cyberattacks, and geopolitical events promptly,
reducing the effect on the whole supply chain and the end user. SCR has grown in importance as
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a means of preserving a competitive edge in the fast-paced, unpredictably changing business
world of today (Tukamuhabwa et al., 2015).

In today's highly complex and uncertain business environment, SCR has become an essential
concept for firms to survive and thrive (Gunasekaran et al., 2015). SCR has become an essential
concept for firms to mitigate the negative effects of disruptions and maintain their competitive
advantage. Institutional theory, stakeholder theory, and network theory provide valuable insights
into the factors that influence a firm's SCR. Institutional theory suggests that firms are influenced
by their institutional environments and must conform to institutional norms and values to gain
legitimacy and support from stakeholders. This perspective suggests that firms with strong
institutional legitimacy are more likely to have greater SCR, as they are better able to access
resources and support from stakeholders (Zsidisin et al., 2005). Stakeholder theory posits that
firms are interdependent with their stakeholders and must consider the needs and expectations
of these stakeholders to maintain their social license to operate. The theory suggests that firms
with strong stakeholder relationships are more likely to have greater SCR, as they can access
resources and support from stakeholders during disruptions (Qazi et al., 2022). From the
perspective of SCR, network theory suggests that supply chains are embedded in interdependent
networks of relationships with other firms and stakeholders, and that these relationships can have
a significant impact on SCR. According to this theory, a supply chain that is well-connected with
its suppliers, customers, and other stakeholders is more likely to have greater resilience, as it can
leverage these relationships to access resources and support during disruptions. Additionally,
network theory emphasizes the importance of understanding the structure of a supply chain
network, as it can help identify potential vulnerabilities and inform strategies for enhancing
resilience. Overall, network theory provides a framework for understanding the complex
interdependencies within a supply chain network and the role that these relationships play in
shaping a supply chain's resilience. (Mari et al., 2015).

AM is a process of creating three-dimensional objects by adding layers of material one by one.
This is in contrast to traditional manufacturing methods, which often involve removing material
from a larger piece to create a desired shape. AM is also known as 3D printing, and it has been
used in a variety of industries for prototyping, product design, and production of end-use parts.
With AM, complex geometries can be created quickly and efficiently, which allows for greater
flexibility and customization in manufacturing. The technology has the potential to significantly
impact supply chain processes by reducing lead times, transportation costs, and material waste.
Recent literature on AM has focused on its impact on supply chain management, including
sustainability, spare parts supply chain, logistics, and supply chain design. Studies have
highlighted the advantages of AM, including speed, flexibility, agility, and cost savings, but also
noted challenges such as high equipment cost, processing time, and limited production capacity
compared to traditional supply chains. Some researchers have also investigated the impact of
AM on SCR, with findings suggesting that it can increase agility and responsiveness but also
increase vulnerabilities. Overall, AM has the potential to improve supply chain processes and
increase resilience, but careful consideration of its advantages and limitations is necessary
(Verboeket et al., 2019).

In this respect, AM technology may have potentially positive effects on SCR (Naghshineh and
Carvalho, 2022). Firstly, it allows for on-demand manufacturing, which can reduce lead times,
inventory costs, and the need for stockpiling. This means that in times of supply chain disruptions,
such as natural disasters or geopolitical events, companies can quickly adapt to changes in
demand or supply by producing necessary parts or products in-house. Secondly, AM can enable
distributed manufacturing, where parts or products can be produced closer to the end-users,
reducing the reliance on centralized manufacturing and transportation networks. This can help
mitigate risks associated with disruptions in transportation and logistics, as well as reduce carbon
emissions associated with shipping products across long distances. Additionally, AM can facilitate
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design flexibility, as it allows for rapid prototyping and the ability to easily modify designs based
on changing market or consumer needs. This can help companies quickly adapt to changing
market conditions and maintain a competitive advantage. Thus, AM can play an important role in
enhancing the resilience of supply chains by providing flexibility, reducing lead times, and
enabling distributed manufacturing (Verboeket et al., 2019).

Conventional latent variables effect on SCR

Institutional Response: Institutional response is crucial for SCR and involves proactive planning,
risk management, and clear communication channels. Organizations can have contingency plans
to manage disruptions, while governments can contribute by implementing laws and regulations
that enforce emergency response plans and frequent risk assessments. Regulatory organizations
can also enforce laws and standards that focus on risk management, product safety, and quality
control (Dubey et al., 2020; Scholten et al., 2019). Institutions are considered a latent variable in
this study due to their significant impact on SCR and technological integrations. Additive
manufacturing can also be considered within this context. Therefore, the impact of institutional
response on AM integration can be considered from various perspectives. Consequently, we
propose the following hypotheses:

H1a. Institutional response to disruptions in the supply chain has a positive effect on a firm's AM
capabilities.

H1b. A firm's capability to improve SCR is positively influenced by institutional response to
disruptions in the supply chain.

H1c. The mediating effect of AM technology capabilities positively influences the interaction
between institutional response to disruptions in the supply chain and SCR.

Technology Capability: Technology capability is another important component of SCR.
Organizations can leverage technology to improve visibility and transparency throughout their
supply chains, which helps them identify potential risks and respond more quickly to disruptions.
For example, a company might use sensors and data analytics to monitor their inventory levels
and identify potential shortages or bottlenecks in their supply chain. Technologies of this kind can
be evaluated in a broad range, particularly in the context of the Industry 4.0 ecosystem.

It is vital for businesses to be able to embrace and integrate new technology into their supply
chain and manufacturing processes (Weigelt, 2009). Via technological maturity models, many
criteria are utilized to analyze firms in this context (Kyriakidou et al., 2013). Technical capabilities
may impact the integration process of new technologies like AM, as well as SCR, since
enterprises without particular technological competencies may find it difficult to embrace AM
technologies. As a result, the technical skills of businesses might have an influence on the
application of AM technologies.

H2a. A company's technological capability to respond to supply chain disruption events has a
substantial impact on its AM capabilities.

H2b. Technological capability of firms influences SCR significantly.

H2c. AM mediates the connection between technical competence and supply chain resiliency
considerably.

Manufacturing Capability: Manufacturing capability is also critical for SCR. Organizations need to
be able to quickly adjust their production schedules and capacity in response to disruptions. This
requires flexible manufacturing processes and the ability to quickly retool production lines
(Naghshineh and Carvalho, 2022). For example, a company might have the capability to switch
production to different products or adjust their production schedules to accommodate unexpected
changes in demand or supply. Thus, manufacturing capabilities of a company can have a
significant impact on its SCR. On the other hand, companies with inferior manufacturing skills
may struggle to immediately transfer output or boost production levels in response to
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disturbances. Adopting AM technologies may be beneficial for firms with inadequate
manufacturing capability features. AM technology can reduce a company's reliance on third-party
suppliers and potential interruptions in its supply chain by enabling it to build components on
demand and in-house, which increases flexibility and agility in reacting to changes in demand
(Delic and Eyers, 2020; Bogers et al., 2016). In this context, we propose the following hypotheses.
H3a. Manufacturing capabilities influences SCR significantly.

H3b. The capacity of a company to respond to supply chain disruption events has a substantial
impact on its AM capabilities.

H3c. AM mediates the link between manufacturing capabilities and SCR considerably.

Supplier Relations: Finally, supplier relations are a crucial component of SCR. Organizations need
to work closely with their suppliers to ensure that they have the resources and capabilities to
respond to disruptions (Kumar and Rahman, 2015). This includes developing strong partnerships
with suppliers, sharing information about potential risks, and collaborating on contingency plans.
Therefore, maintaining positive relationships with suppliers is crucial for the delivery of high-
quality products and services at cost-effective prices (Patrucco et al., 2019). This partnership
leads to higher product quality, lower prices, more efficiency, and more innovation. Good supplier
connections also help to secure the availability of critical materials and equipment, which can
benefit SCR (Kumar and Rahman, 2015). Furthermore, the communication, trust, and
collaboration with suppliers can have a direct or mediating impact on supplier resilience. AM
technologies can act as a trigger for investment and integration in supplier relationships, as they
increase the direct impact of supplier relations on SCR. In any disaster scenario, the distributed
nature of AM technologies can increase suppliers' collaborative competence and avoid long-term
supply shortages, leading to an increase in supplier resilience. This study analyzes the mediating
role of supplier relations that affect SCR. Because of this, we will take into account the following
hypotheses:

H4a. Supplier relationships have a substantial influence on SCR.

H4b. A company's supplier relations' reaction to events that disrupt the supply chain has a major
influence on that company's AM capabilities.

H4c. AM strongly mediates the link between supplier relationships and SCR.

METHODOLOGY
Research design

The quantitative methodology was utilized in this research to assess the model presented in
Figure 1. This involved creating a survey instrument and using SEM to analyze the anticipated
relationships. A questionnaire-based survey approach was selected since it allows researchers
to gather and examine connections between several variables on a large sample size, enhancing
the generalizability of the findings (Straub et al., 2004). Churchill (1979) notes that when designing
reliable scientific measurements, the first step is to define the domain of the construct, which
necessitates a literature survey.

As an initial step, we developed the model and elements outlined in Figure 1, and then relied on
the available body of literature to devise the survey tool (Moore and Benbasat, 1991). The
questionnaire employs a seven-point Likert scale to gather responses across various dimensions.
Multiple aspects are assessed through this survey approach, allowing for a comprehensive
evaluation.
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Data collection

To gather necessary information for our research goals, we developed a survey questionnaire
using expert opinions and relevant studies. The questionnaire was drafted in Turkish and later
translated to English, then reviewed by two professors. Feedback was received on the
appropriateness and clarity of the survey, and corrections were made with the help of
manufacturing managers. We then conducted interviews with professionals in AM and carried out
a pilot study with 27 industry workers to refine the questionnaire. Then, we collected data from
217 (348 professionals reached) management professionals in Turkey through an internet survey
platform, resulting in a response rate of 62%. After removing incomplete responses, we evaluated
the data set for analysis to apply structural equational modeling.

Model analysis

The analysis of the data obtained through the survey consists of two stages: validity and reliability,
and structural model. To create the structural model, the model must first be validated. Thus, to
determine the viability of the concept being tested, we conducted an exploratory factor analysis
(EFA) using principal component analysis and promax rotation approach. All items on the
questionnaire were input simultaneously, and as hypothesized, the pattern matrix revealed six
distinct constructs. None of the items were deleted, as all had factor loadings above 0.40.
Additionally, all six constructs had eigenvalues above the acceptable threshold value 1. A
confirmatory factor analysis (CFA) was done using Amos 22 to further establish the concept's
applicability. There was no requirement to eliminate any more components to enhance the model
fit indices since they were already over the permitted threshold values. The final model fit indices
were adequate and offered a decent fit for the data. They were based on first-order constructs.
After ensuring the reliability and validity of the model through the analysis, we proceeded to the
second stage.

In the second phase (structural model), to test the hypothesized relationships depicted in Figure
1, we utilized SEM, which allows for simultaneous assessment of both direct and indirect effects.
Furthermore, the bootstrapping approach was utilized, as it enhances the accuracy of the
analysis. To address Common Method Bias (CMB), bias corrected imputed component scores
produced previously were employed. Before including the moderating effect on the relationship in
the model, the direct impact of the independent variables; institutional response (IR),
technological capability (TC), manufacturing capability (MC), and supplier relations (SR) on SCR
was explored. Positive and significant standardized regression weights were found for the
relationships between independent variables (IR, TC, MC, and SR) and the dependent variable
(SCR). These findings support the hypotheses H1b, H2b, H3b, and H4b.

Moreover, the research claimed that AM mediates the associations between the dependent
variable (SCR) and many independent variables (IR, TC, MC, and SR). The study used a
mediation analysis with the bootstrapping technique to test the proposed mediating role of AM in
the relationship between IR, TC, MC, SR, and SCR. The results showed that IR, TC, and MC
were positively associated with AM, supporting H1a, H2a, and H3a hypotheses, respectively.
However, SR was not found to have a significant direct effect on AM, and therefore H4a was not
supported. Also, AM was found to have a positive and significant direct effect on SCR, supporting
H5a. The bootstrapping results revealed that AM partially mediated the relationship between TC
and SCR, while fully mediating the relationship between MC and SCR. Therefore, H2c and H3c
were supported, but H1c and H4c were not supported.
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Figure 1: Structural Equation Model
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DISCUSSIONS

The study empirically tests the impact of manufacturing capability, technological capability,
institutional response, and supplier relations on SCR and highlights the crucial role of AM in
enhancing SCR. The study provides initial evidence on the mediating effects of AM in the
relationship between these variables and business performance. From a managerial perspective,
the study suggests that companies need to improve their existing capabilities, invest in new
technologies such as AM, establish crisis management teams, establish communication protocols
among supply chain partners, and establish long-term relationships with suppliers to enhance
SCR. However, the implementation of AM requires careful planning and execution, including a
detailed analysis of relevant business processes, evaluation of investment costs, training of
personnel, implementation of strict safety and quality control measures, and integration with
supply chain management.

CONCLUSION AND FUTURE RESEARCH DIRECTIONS
Scholars have been working to identify different organizational, technical, financial, and
managerial capabilities that might assist organizations in mitigating the detrimental effect of

supply chain disruptions in recent years. This study adds to the expanding body of research in
this area by underlining the critical role of AM technological capabilities in helping organizations
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to improve their capacity to deal with supply chain risks. The study's results show that developing
AM skills improves a company's ability to use its in-house manufacturing capability to minimize
future supply chain interruptions. Moreover, the findings highlight the importance of AM skills in
enhancing the impacts of institutional preparedness, technical competence, and production
capability on a firm's ability to handle supply chain disruptions. Moreover, we argue that AM
technology directly helps to SCR. Based on our results, we propose that businesses prioritize the
integration of AM technology inside their companies in order to successfully increase their supply
chain risk mitigation capabilities.

While this study contributes to our understanding of SCR and the role of AM and the other latent
variables, it is important to acknowledge its limitations. In this study, we focus primarily on Turkish
enterprises, and so may not fully reflect the viewpoints of managers from Asia, the United States,
or Europe, who may have different ideas on the relevance of AM skills in improving SCR. Second,
since the research includes a wide variety of industries, we are unable to give industry-specific
insights on how AM might be used to enhance risk resilience. Despite these limitations, the
research provides significant information and serves as a starting point for further understanding
how AM may help organizations improve their SCR. Additionally, AM technologies have the
potential to be widely used in the service industry, such as healthcare. As a result, relevant
research might be conducted, taking into consideration various points of view.
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ABSTRACT

Iltems with intermittent demand are often subject to changing demand and even to
obsolescence. Croston’s Method and its variations, have been demonstrated to not provide
particularly accurate forecasts in cases of decreasing demand that leads to obsolescence.
Generally, when the distribution of demand changes from a high demand to a low demand state
and perhaps going back to a high demand state, forecasting methods must be adaptive. The
literature is rich with variations of intermittent forecasting methods, but very limited in studying
conditions with changing demand distributions. An adaptive approach to Croston’s method is
shown to be an improvement and a simulation experiment reveals the conditions under which it
outperforms the traditional Croston method as well as SES.

KEYWORDS: Forecasting, Fires, Croston’s method, simulation, Single Exponential Smoothing
INTRODUCTION

A key characteristic of intermittent demand is to have a large number of time periods with no
demand. Examples of these items might be spare parts, rare or exclusive items, or items that
are near obsolescence. Inventory system generally attempt to minimize costs for these items,
then a suitable forecast is need for future average demand. Often, products only have positive
demand in a few periods and then zero demand. Generally, more periods of zero demand, will
increase the forecast error. Syntetos, Boylan and Croston (2005) used demand classification to
help identify the optimal forecasting methodology. Special cases like obsolescence, shifting
demand or the presence of trends can cloud the advantages of even optimal methodologies.

SES is a dependable technique to forecast when demand rates are stable. Croston’s (1972)
variation of SES for intermittent demand cases is the principal procedures for forecasting slow-
moving items. Advantages are identified by Willemain, Smart, Shockor, and DeSautels (1994).
Johnston and Boylan (1996), Syntetos and Boylan (2005) demonstrate its dominance. Studies
of seasonality, promotions, irregular events, trends and correlated demands on the accuracy of
forecasts have been conducted (Altay, Litteral and Rudisill, 2012; Lindsey and Pavur, 2008).
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LITERATURE REVIEW

Slow-Moving Inventory

According to the literature, selecting the appropriate forecasting and stock-control methodology
requires that the practitioner select the correct demand pattern (Syntetos, Boylan, and Croston,
2005; Boylan, Syntetos and Karakostas, 2006). Only by suitably categorizing demand can the
best available forecasting method be selected (Syntetos, et al 2005, Rozanec, Fortuna, and
Mladeni¢, 2022). Syntetos, Boylan and Croston (2005) segmented groups based on the time
between demands and the coefficient of variation of the demand amount squared, but no
consensus exists that it is the best methodology for sorting demand.

Assumed Distributions

The assumed primary distribution for time between positive demands is the geometric
distribution in the literature (Croston, 1972, Segerstedt, 1994, Willemain, et al, 1994, Bagchi,
havya and Ord, 1983, Leven and Segerstedt, 2004). Various articles have investigated demand
size and demand size distribution issues and generally assume a normal distribution (Croston,
1972, Segerstedt, 1994, Willemain, et al, 1994, Bagchi, havya and Ord, 1983) however the
lognormal and Erlang have been used as well (Willemain, et al, 1994 and Leven and
Segerstedt, 2004). The authors have investigated scenarios that call for changing forecasting
methodologies as the demand changes. The assumption of geometric fails when the demand
type is changing but it is not clear when the rate decreases, as in obsolescence of the impact.

Obsolete Inventory

The effect of obsolescence on forecasting intermittent demand has been examined in a few
cases. A technique was introduced by Teunter, Syntetos and Babai (2011) for inventory
obsolescence with intermittent demand. Babai, Syntetos and Teunter (2014) looked at the
effects of smoothing constants, when obsolescence is expected. Babai, Dallery, Boubaker and
Kalai (2019) presented a method as well when obsolescence is expected but called for more
research due to conflicting results but does not consider the impact of intermittency, lumpiness
and non-stationarity. Pince and Dekker (2011) investigated a continuous review inventory
system with expected obsolescence and Van Jaarsveld and Dekker (2011) proposed
methodology to determine obsolescence risk to improve inventory systems. Sanguri, Patra, and
Punia, (2023) investigated using temporal hierarchy, which uses the structural connection
across levels of aggregation, when forecasting intermittent demand with the risk of
obsolescence. The study shows the Croston techniques do not do very well when trends or
seasonality is present, as expected.

Intermittent Demand Forecasting Method

The seminal work for forecasting intermittent demand is Croston (1972) who created two time
series, one for demand and one for the time between demand. Traditionally, SES, a weighted-
moving average technique used to forecast demand by using exponentially decreasing weights
over time, is recommended for stationary time series. Willemain, et al (1994) should be
consulted for a full explanation of Croston’s method.

Considerable research has been done on Croston’s method including Syntetos and
Boylan(2005) who provided a bias correction for Croston’s method known as the Syntetos and
Boylan Approximation (SFA). The SBA expected estimate of demand is then:
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(1)

Teunter et al. (2011) proposed a modification to be used when the possibility of obsolescence
exists. TSB updates the probability of demand instead of the inter arrival time in every period
and is always updated even if many periods of no demand occur. Itis unbiased and has works
well with obsolescence but does not consistently beat the SBA methodology (Babai et al 2014).

Babai, Dallery, Boubaker and Kalai (2019) proposed a modification to the Syntetos and Boylan
Approximation that updates the demand size, the demand interval and the estimator in periods
with a demand. However, as the number of periods between positive demand episodes
increases the update becomes similar to the probability of demand estimate in the (TSB)
Method.

Proposed Adaptive Method

A proposed method of incorporating an adaptive exponential smoothing method into Croston’s
procedure is presented. As seen in Croston’s method, the exponential smoothing method is
used only when demand has occurred. In this proposed method, the smoothing constant is
allowed to change. This change will occur according to some proposed guidelines using time
between demands. Let Q represents the time between the current demand and the last
demand. The algorithm for allowing the smoothing constant to change in our study is the
following.

1. When a demand has occurred, compute Diff_Q to be the difference between the time
since the last demand and the previous demand. The difference is computed to be the
absolute value of the difference between the last two times between demands.

2. Compute SM_Diff_Q to be the single exponential smoothed value of Diff Q using the
same smoothing constant intended to be used in Croston’s procedure. Label
Prev_SM_Diff Q the previous smoothed value of SM_Diff Q and the time of a demand.
3. Compute the absolute value of Diff_Q Change the smoothing constant according to:

. If abs(Diff_Q — Prev_SM_Diff_Q) < 1.5, then smoothing constant does not change.

. If abs(Diff_Q — Prev_SM_Diff_Q) > 1.5, then new smoothing constant is equal to .2.

. If abs(Diff_Q — Prev_SM_Diff Q) > 2.0, then new smoothing constant is equal to .3.

. If abs(Diff_Q — Prev_SM_Diff_Q) > 3.0, then new smoothing constant is equal to .4.

. If abs(Diff_Q — Prev_SM_Diff_Q) > 4.0, then new smoothing constant is equal to .5.

(Ol eoRNoRNe N}

The concept supporting this algorithm is that a larger smoothing constant allows for the
smoothing procedure to adjust faster to the changing distribution of the data. However,
sometimes, the distribution is not changing but there are sporadic changes in the time between
demand. In this case, the proposed algorithm for changing the smoothing constant will decrease
the performance of the smoothing procedure. If the distribution of the time between demands is
indeed changing, then the proposed algorithm will enhance the performance of the smoothing
procedure. This concept is not new. Adaptive exponential smoothing has many cites in the
literature. Ekern (1981) explained its benefits 40 years ago. Despite the intuitive appeal of this
procedure, limited research regarding enhancing Croston’s procedure with it is published.
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Simulation Experiment

To assess the proposed adaptive method, a simulation study is conducted in which the
distribution of the time between demands changes. To enhance the ease of describing the
experiment, two states are created. One state is considered the fast demand state and the other
is considered the slow demand state. The standard assumptions of Croston’s method are
assumed, except that the state of demand can change from fast to slow. The number of periods
until a demand is assumed to follow a geometric distribution with a fixed probability. The
demand is independent of the time till demand and is assumed to follow a normal distribution.

Two states are simulated — fast and slow. The fast demand state has a relatively high probability
of a demand occurring of .95, .8, or .5 and the slow demand state has a relatively low probability
of a demand occurring of .3. The fast state will have a demand that follows a normal distribution
with a mean of 500 and standard deviation of 100. The slow state will have a demand that
follows a normal distribution with a mean of 200 and a standard deviation of 20. The number of
periods of a fast demand is 50 and it is followed by 100 periods of slow demand. The total time
period for each set of data in which a forecasting method was evaluated was 5*(50+100) = 750
time periods in one time period of data. These data sets were replicated 500 times.

The smoothing constants are either .08, .05, and .01. Four forecasting methods are used in the
simulation study. SES and Croston’s method are included. The proposed adaptive method
using Croston’s procedure is included and is labeled “Croston D_SM”. When “Croston D_SM”
uses the SBA bias correction procedure, the method is labeled “Croston D_SM Bias_C.” Table
1 shows RMSE accuracy in estimating the true mean demand during the fast or slow periods.
The exception is the last three rows in Table 1 which omit the slow demand state.

Table 1. RMSE performance of four methods to model changing intermittent demand.
Optimal procedures for each condition are in bold.
Smoothing | Slow Fast Single Croston Croston Croston
constant Demand Demand | Exponential D_SM D_SM
Prob Prob Smoothing Bias_C

0.08 0.3 0.95 118.0066 156.9908 | 119.5306 | 119.0143
0.08 0.3 0.8 99.7604 133.5428 | 103.2994 | 102.6988
0.08 0.3 0.5 62.9336 80.5512 71.5385 70.3874
0.05 0.3 0.95 142.0684 175.2600 | 126.4650 | 126.4667
0.05 0.3 0.8 118.0537 146.6261 109.6647 | 109.3775
0.05 0.3 0.5 69.7705 85.4821 76.4650 75.6724
0.01 0.3 0.95 198.1356 194.5349 | 200.0393 | 200.2329
0.01 0.3 0.8 162.5797 160.2244 | 155.8886 | 156.0427
0.01 0.3 0.5 91.3467 92.3775 83.6891 83.6774
0.08 No Slow 0.8 63.1049 59.0075 70.314394 | 72.412148
0.05 No Slow 0.8 56.4225 53.7365 73.921136 | 76.202944
0.01 No Slow 0.8 46.1057 45.5283 106.16637 | 106.94293
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RESULTS

Table 1 illustrates that the proposed adaptive method is not always advantageous. The last
three conditions were included to determine the detrimental effect of the proposed adaptive
method when it is not needed. Croston’s method with not modifications should perform the best
and it does. However, the proposed adaptive procedure underperforms both Croston’s
unmodified method and single exponential smoothing. These last three rows confirm that
Croston’s method outperforms the exponential smoothing method even with a modestly high
probability of demand occurrences equal to .8. For lower probabilities of demand occurrences,
the benefit of Croston’s procedure increases and is not provided in the table.

Table 1 clearly demonstrates that Single Exponential Smoothing excels when there are
changing periods of fast and slow demand distributions and when the smoothing constant is .08.
However, the Croston D_SM and Croston D_SM Bias C are both much closer to the Single
Exponential Smoothing method then Croston’s method. There is a very slight benefit to the bias
correction procedure.

When the smoothing constant is .05, Croston D_SM appears to have substantial advantage,
along with its bias correction version. However, when the probability of fast demand
occurrences drops to .5, Single Exponential Smoothing again excels. When the smoothing
constant is .01, Croston D_SM and Croston D_SM Bias_C prove to be beneficial.

CONCLUSIONS

While various modifications of Croston’s method have emerged in the literature, no proposed
procedures with distinct guidelines for improving Croston’s procedure with respect to changing
the smoothing constant are provided. Research with regard to obsolescence has been
proposed and this research is clearly addressing a changing distribution for the demand and its
occurrences. In the simulation, the states studied are reflective of a condition in which products
often enter the market at a high price and then when the next version of the product or of a
competitor’'s product emerges, the price of the older versions decrease and sell at a slower rate.
This effect is clearly visible in the automotive market and in the cell phone market.

The results of the simulation study reveal that the dynamic nature of changing the smoothing
constant for changing environments can have a substantial benefit when applied to Croston’s
procedure. Unfortunately, predicting the changing environments of markets can be tricky and
subjective. No forecasting method for intermittent data has been shown to excel under all
conditions. The condition of changing demand environments is indeed a challenging condition to
impose on any forecasting procedure. Further simulations and studying the proposed adaptive
method to Croston’s procedure using real world is the next step for further research.
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ABSTRACT

The emergency logistics network system (ELNS) design has become a significant issue due to
recent pandemic outbreaks and global natural/climate-related disasters. The ELNS design has
recently required multi-objective models and has been evaluated by the data envelopment
analysis (DEA)-based methods. This paper develops and proposes a new method, the
efficiency-based clustering analysis (EBCA) method, to provide a better design framework. We
demonstrate this design framework would help the decision-makers better evaluate the
efficiency of various ELNS configurations than DEA-based methods and identify the efficient
and robust ones among them. A case study compares the results between EBCA and DEA-
based methods.

KEYWORDS: Emergency logistics network system, Data envelopment analysis, Multi-objective
models, Efficiency-based clustering analysis

INTRODUCTION

The recent COVID-19 outbreak and severe weather-natural disasters make the design of the
emergency logistics network system (ELNS) a critical strategic issue for the world in a pre-
disaster scenario. The ELNS design problem deals with the location-allocation of emergency
response facilities (ERFs). Creating and maintaining the efficient and effective ELNS is
essential in providing vaccines or relief items such as food, first aid, drinking water, and daily
commodities to alleviate people's suffering (Day et al., 2012; Boonmee et al., 2017,
Shavaranim, 2019). This paper proposes and demonstrates how to design an efficient ELNS
configuration under the risk of ERF disruptions. For this purpose, consistent and robust
performance evaluation is essential. The ELNS considered in this paper is a two-echelon
supply chain system with three distinctive ERFs, as shown in Figure 1. They are (i) Central
Warehouses (CWHs), where humanitarian items are stored, (ii) intermediate response facilities
termed Relief Distribution Centers (RDCs), where disaster-affected people can gain access to
relief goods efficiently, and (iii) Affected Sites (AFSs) that would need humanitarian items. The
main target of the strategic level is to fortify emergency preparedness and select the most
cost/distance-efficient and suitable location of RDCs and CWHs among a set of candidate
locations. In addition, another target is to establish the distribution of humanitarian supplies
throughout the ELNS and to allocate AFSs to RDCs and RDCs to CWHs. However, traditional
cost-based ERF location-allocation models implicitly assume that all ERFs will always provide
service or are available and do not consider an associated risk of facility disruption. Due to
natural disasters, pandemics, accidents, or strikes, all ERFs are open to disruptions. Such
troubles would be worsened due to a lack of flexibility and interdependency, commonly
presented in the general supply chain systems.
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Evaluating various ELNS alternatives and identifying the most efficient schemes would be
critical for logistics network planning. The multi-objective programming (MOP) models request
decision-makers to assign different weights to the deviational variable of each objective. It
would require decision-makers to reflect on the importance and desirability of deviations from
the multiple goals. However, the actual efficiency of the ELNS generated by solving the model
with a fixed weight is unknown. No standard procedure for assigning weight values is available
to make sure that decision-makers will find the most desirable solution to an MOP problem.
Ragsdale (2022) suggests that an iterative procedure should be followed, using a particular set
of weights, concluding that we must repeat this procedure multiple times to find the most
needed solution for decision-makers. Consequently, it is inevitable for decision-makers to use
some of their subjective judgment. Evaluating various ELNS network schemes objectively, not
subjectively, and selecting the most efficient alternatives would be essential for designing the
ELNS. Hence, we should be able to propose a better procedure for assessing the efficiency of
all options generated by the MOP model and select the most desirable one(s) without any
subjective judgment.

Figure 1: Two-echelon emergency logistics network system

The data envelopment analysis (DEA) method was developed to evaluate the relative efficiency
of decision-making units (DMUs) in the presence of multiple outputs to produce and multiple
inputs to consume. The traditional DEA (T-DEA), proposed by Charnes et al. (1978), yields a
single, comprehensive performance measure, which is called efficiency score (ES), for each
DMU. The efficient ones would be identified with the ES of one (1.0). The T-DEA, with the
principle of self-evaluation, permits each DMU to be rated with its most favorable weights.
Thus, each DMU is allowed to disregard unfavorable outputs/inputs to maximize its self-
efficiency under the T-DEA model. Consequently, the lack of discrimination is the most critical
weakness of T-DEA. Many DEA-based models have been developed. The cross-efficiency
(CE) DEA method is the most widely applied one to remedy this crucial deficiency of T-DEA.

The CE-DEA assesses DMUs with the main idea of peer evaluation rather than T-DEA's self-
evaluation. Due to its enhanced discriminating power, many applications based on the CE
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evaluation have been proposed (see Sexton et al., 1986; Paryzad et al., 2018; Lee, 2019; Liu et
al., 2019). As Doyle and Green (1994) note, the first issue of applying the CE-DEA model is the
non-uniqueness of cross-efficiency scores (CESs) due to the often-present multiple optimal
DEA weights. The second issue is that the CE method frequently ranks inefficient DMUs higher
than fully efficient DMUs identified by T-DEA. In the meantime, Anderson and Peterson (1993)
develop the idea of super-efficiency (SE) by excluding a DMU under evaluation from the
reference set of the T-DEA model. However, the critical issue of using the SE-DEA model is
that the adjacent DMUs determine a DMU's super-efficiency score (SES), so it would
sometimes be unreasonable for DMUs to be evaluated and ranked by the SESs.

Clustering analysis (CA), a data mining technique, is an exploratory data analysis tool for
solving grouping/classification problems. Clustering aims to identify meaningful segmentations
or groupings of entities within a data set, focusing on distance-based analysis. In other words,
clustering sorts entities into clusters or groups so that the degree of association is substantial
among members of the same cluster and weak among members of different clusters (see
Delen, 2021). One of many tools for calculating distance measures is the centroid-based
technique. We modify the original clustering analysis regarding clustering entities and propose
an efficiency-based clustering analysis (EBCA) method using the Euclidean distance. What
distinguishes the proposed EBCA method from other clustering analysis methods is that the
EBCA utilizes the minimum and maximum points to represent the clusters rather than the
centroid of each cluster. The EBCA method divides all DMUs into efficient and inefficient
clusters, as T-DEA does, and allows some DMUs to belong to both clusters. If DMU's inputs
are close to the minimum point, it would belong to the efficient group regarding its inputs.
Regarding outputs, the DMU would belong to the efficient group if they are close to the
maximum point. Contrary to the principle of the DEA-based models, the EBCA method does
not ignore or sacrifice any unfavorable inputs/outputs. The proposed method would eliminate
the critical issues of DEA-based evaluation models and rate DMUs more impartially and
consistently than the DEA-based methods.

As Big Data research becomes a vital area of operations analytics, DEA is evolving into data-
enabled analytics and a data-oriented data science tool for various operational analytics.
Various researchers show that Big Data can be applied to improve company productivity or
efficiency and will be essential for enterprises to grow and achieve a competitive advantage.
When researchers attempt to integrate DEA into Big Data, the serious barrier between Big Data
and DEA is the excessive running time for solving a large set of DMUs in the Big Data context.
The proposed EBCA process takes advantage of the simple computation, not requiring any
optimization software that all DEA-based models need. Consequently, the proposed method
would be a more appropriate tool for solving a large set of DMUs in the Big Data context.
Therefore, the EBCA method could help practitioners and researchers produce a more refined
and consistent efficiency evaluation than the DEA-based methods. Besides, the proposed
procedure would quickly provide a benchmarking framework for DMUs to improve efficiency.

The significant contribution of this study is to propose an innovative framework consisting of
how to formulate the design problem as an MOP model and evaluate and identify the robust
ELNS schemes for efficient disaster/emergency relief operations. The EBCA method can allow
us to assess various ELNS configurations objectively, not subjectively, and select the most
efficient alternatives, which would be essential for planning the ELNS schemes. This paper will
first attempt to apply the proposed EBCA method for designing ELNS and compare the results
with those generated by CE-DEA, the most popular DEA-based method.
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We apply the ELNS model that Hong and Jeong (2019) consider for comparison purposes. For
planning more balanced ELNS schemes, weighted goal programming (WGP) is applied to
generate various network alternatives. Theoretically, the weight assigned to each objective
should be a continuous variable between 0 and 1. Instead of continuous variables, we limit
each weight to discrete values, changes between 0 and 1 with an increment of 0.1 for a
practical purpose. Solving the above WGP model for a given set of weights generates one
ELNS scheme with a group of optimal four-performance measures. There will be various ELNS
configurations depending on the values of the set of weights, a. To evaluate these generated
ELNS schemes, we apply CE-DEA and the proposed EBCA method and compare the results of
these two methods.

DATA ENVELOPMENT ANALYSIS METHODS

We apply the ELNS model that Hong and Jeong (2019) consider. Note that each DMU with two
inputs, EDC (Expected Demands Covered) and CDE (Covered Demands in case of
Emergency), and two outputs, TLC (Total Logistics Cost Jand MCD (Maximum Coverage
Distance), represents an ELNS scheme yielded by solving the WGP model for a fixed value of
each weight. Letting E; represent the efficiency score (ES) for DMU;, we formulate the following
linear programming model of T-DEA for DMU; with two outputs and two inputs as follows:

Max Et = ultEDCt + uZtCDEt, (1)
subject to
vltTLCt + thMCDt = 1, (2)
(u:EDC4 + uy:CDE,) — (v1¢,TLC4 + v,;MCDy) <0,d =1, ..., D, 3)
Ui, Upg, V1g, Ve 2 0,
where

D = number of DMUs under evaluation, t, andd =1, 2, ..., D.
u,+= coefficient or weight assigned by DMU;to outputr, r=1, 2, ..., R.
v;; = coefficient or weight assigned by DMU;to inputi,i=1, 2, ..., S.

R and S denotes the number of inputs and outputs, respectively. In the above model, Rand S
are equal to 2. DMU\ is said to be efficient only if Ef = 1. The model given by (1)-(3) is called
an input-oriented model, and E; is called CRS (Constant Scales to Scale) efficiency score (ES).

The cross-efficiency (CE) method consists of self-evaluation (Phase 1) and peer evaluation
(Phase 2). The first self-evaluation phase computes ESs using the model by (1)-(3). In the
second peer-evaluation phase, the multipliers/weights generated in the self-evaluation phase
are applied to all DMUs to get each DMU's cross-efficiency score (CES). Now, the CE for
DMUq is given by

_ uiEDC; + u5CDEy
147y} TLCy + v3,MCD, '

tandd =1,...,D, (@)

DMUy is a rated DMU, whereas DMU: is a rating DMU. Zhu (2014) includes self-evaluation value
in averaging the appraisals by itself and peers as follows:
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Et=

|~

D
> B (5)
d=1

EFFICIENCY-BASED CLUSTERING ANALYSIS (EBCA) METHOD

The proposed EBCA approach, which evaluates each DMU's performance apart from DEA
methods, differs from some DEA-based clustering methods that Po et al. (2009) and Chen et al.
(2022) propose. As T-DEA classifies all DMUs under evaluation into two groups, separating
efficient DMUs from inefficient DMUs, there are two (2) clusters in the proposed method. The
first cluster is an efficient one, while the second is an inefficient cluster. Given a set of D DMUs
with S inputs and R outputs, all DMUs under evaluation will be classified into one of these two
clusters or both for input and output, respectively. What separates the proposed EBCA method
from other DEA-based clustering methods is that the global minimum and the maximum points
are set to represent the clusters rather than the centroid-based technique. Efficiency or
productivity is expressed as the ratio of outputs to inputs. It implies that the greater the
efficiency will be as an output increases and/or an input decreases. For the detailed procedure,
see Hong (2023).

CASE STUDY WITH OBSERVATIONS

This paper uses major disaster declaration records in South Carolina (SC) for the case study.
Forty-six (46) counties are grouped, based on populations and proximity, into twenty (20)
counties. By selecting one location from each group, we assume that all population within the
grouped county exists in one location. Federal Emergency Management Agency (FEMA)
database (FEMA, 2017) reveals that SC has experienced sixteen (16) major natural disaster
declarations, such as floods, hurricanes, tornadoes, etc., from 1964 to 2017, and also shows
counties where a major disaster was declared. We assume that the county's ERF is disrupted
and shut down in case a major disaster is declared. Based on the assumption and historical
record, each AFS's risk probability is computed by dividing the years with major weather or
natural disasters by the total years. Table 1 lists those risk probabilities. We select the five
potential locations for CWHs based on the proportion of area that each site would potentially
cover, population, and proximity to Interstate Highways in SC. In most cases, the numbers of
CWHs and RDCs to be constructed are pre-specified.

We solve the WGP model in Hong and Jeong (2019) for various values of weight, a ={a+, az, as,
a4}. Each weight changes between 0 and 1 with an increment of 0.1, subject to Y r_; a, = 1.
The 'Gurobi' Solver Engine of Analytic Solver is applied to solve the model. Using the
combinations of the setting of a, we have two hundred eighty-six (286) configurations generated
by solving the WGP model. We can reduce the 286 configurations to sixty-eight (68)
consolidated configurations since several configurations yield the same values of the four
performance measures. Each of the 68 configurations representing the optimal locations and
allocations of ERFs for a given set of ais considered a DMU.

Table 2 presents the top 25 DMUs ranked by CE-DEA, each performance measure's value, ES
for T-DEA, and cross-efficiency scores (CESs), CESqan, when all 68 DMUs are evaluated
(Case 1), and the corresponding rankings, Raan. As pointed out earlier, CE-DEA frequently
ranks inefficient DMUs higher than efficient DMUs by T-DEA. As shown in Table 2, T-DEA
identifies eight inefficient DMUs, {DMU;7, DMU.4s, DMUs2, DMUg4, DMU 107, DMU10s, DMU}s57,
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DMU>38} whose ESs are less than 1.000. But some inefficient eight DMUs are ranked higher
than the seventeen efficient DMUs. We observe that DMU;2s, an efficient one by T-DEA, is
ranked at the bottom of the top 25 DMUs, while DMU1s7, an inefficient one with an ES of 0.9852,
is the highest-ranked one as #8 among the inefficient group. DMU 133, with the greatest CESqan
of 0.9254, is the top-ranked DMU under Case 1.

Table 1: Data for Locations of ERFs

No City County Population (K) Risk Probability
1 Anderson Anderson/Oconee/Pickens 373 0.125
2  Beaufort Beaufort/Jasper 187 0.063
3  Bennettsville Marlboro/Darlington/Chesterfield 96 0.375
4  Conway Horry 269 0.375
5  Georgetown Georgetown/Williamsburg 93 0.438
6  Greenwood Greenwood/Abbeville 92 0.125
7  Hampton Hampton/Allendale 33 0.188
8 Lexington Lexington/Newberry/Saluda 318 0.313
9  McCormick McCormick/Edgefield 35 0.250
10 Moncks Corner Berkeley 178 0.313
11 Orangeburg Orangeburg/Bamberg/Calhoun 123 0.375
12 Rock Hill York/Chester/Lancaster 321 0.313
13 Spartanburg Spartanburg/Cherokee/Union 367 0.313
14  Sumter Sumter/Clarendon/Lee 157 0.375
15 Walterboro Colleton/Dorchester 135 0.250
16 Aikent Aiken/Barnwell 184 0.313
17 Charlestont Charleston 350 0.250
18 Columbiat Richland/Fairfield/Kershaw 461 0.375
19 Florencet Florence/Dillon/Marion 203 0.438
20 Greenvillet Greenville/Laurens 521 0.125

tpotential locations for CWH

We apply CE-DEA to evaluate these top-25 DMUs only (Case 2) and present the CES,
CESu253, and corresponding rankings, Ray2s;, in Table 2. Consequently, the resulting CES,
CESy255, for Case 2 is greater than CESqai for Case 1 because only the top 25 DMUs are
evaluated in calculating CESqy25. The most notable observation is the top-ranked DMU is
changed from DMU33 for Case 1 to DMUjy7 for Case 2. In fact, except for two DMUs, DMU1¢s
and DMU}1s, all DMUs' rankings are changed, demonstrating that the ranks generated by CE-
DEA are inconsistent. To denote the change in rankings, the absolute ranking difference (ARD)
(=|Rajan =Ray253]), is listed in the last column in Table 2. Surprisingly, DMU2s becomes the largest
one with an ARD of 10, and there are six DMUs with an ARD of 5. We apply the proposed
EBCA method to evaluate all 68 DMUs and select the top 25 DMUs. In Tables 3 and 4, the top
five DMUs evaluated by CE-DEA and EBCA are presented. Both CE-DEA and EBCA select the
same 20 DMUs out of the top 25 DMUs. Now, we depict the two highly-ranked DMUs by both
methods, {DMUy7, DMU133}, in Figure 2. Figure 2 shows two sites, {Columbia, Greenville}, are
selected as the CWH locations by both DMUs. In fact, {Greenville} is selected as the CWH
location by both DMUs.
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Table 2: Top 25 Efficient DMUs, Cross Efficiency Score, and Rank Based on DEA Methods

DEA Method
No | DMU# | T-DEA CE-DEA ARD
ES CESugan | Raan | CESay2s Raf25

1 17 0.9469 0.8615 23 0.8987 24 1
2 25 1.0000 0.8867 14 0.9174 19 5
3 26 1.0000 0.8868 13 0.9175 18 5
4 28 1.0000 0.8774 22 0.9290 12 10
5 34 1.0000 0.8806 20 0.9118 21 1
6 35 1.0000 0.8813 18 0.9173 20 2
7 42 1.0000 0.8855 15 0.9328 10 5
8 43 1.0000 0.9010 7 0.9487 6 1
9 48 0.9959 0.8842 16 0.9245 13 3
10 81 1.0000 0.9241 2 0.9535 3 1
11 82 0.9661 0.8872 12 0.9212 14 2
12 84 0.9916 0.8594 24 0.9074 23 1
13 88 1.0000 0.8919 10 0.9211 15 5
14 89 1.0000 0.9229 3 0.9534 4 1
15 ) 1.0000 0.8929 9 0.9419 8 1
16 97 1.0000 0.9085 4 0.9547 1 3
17 98 1.0000 0.9069 5 0.9537 2 3
18 107 0.9853 0.8803 21 0.9184 16 5
19 108 0.9969 0.8901 11 0.9296 11 0
20 125 1.0000 0.8468 25 0.8631 25 0
21 133 1.0000 0.9254 1 0.9531 5 4
22 143 1.0000 0.9053 6 0.9469 7 1
23 157 0.9852 0.8939 8 0.9336 9 1
24 180 1.0000 0.8810 19 0.9182 17 2
25 238 0.9618 0.8820 17 0.9095 22 5

CESqai: CES of DMUy with all DMUs, Rajan :Rank for DMU for all, CESaqq25: CES of DMUq with top 25
DMUs, Ruf25: Rank for DMUq with top 25 DMUs, ARD (Absolute Rank Difference)= |Rajan - Rdls25)|

Table 3: Top Five DMUs for Each Case by CE-DEA

Case 1: All 68 DMUs under Case 2: Top-25 DMUs
Rank . .
evaluation under evaluation
1 DMU+33 DMUg7
2 DMUs4 DMUgs
3 DMUsgg DMUs4
4 DMUg7 DMUsgg
5 DMUgs DMU133
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Table 4: Top Five DMUs for Each Case by EBCA
R Case 1: All 68 DMUs under Case 2: Top-25 DMUs
ank . ;
evaluation under evaluation

1 DMUg7 DMUe7

2 DMUgs DMUgs

3 DMU 10 DMU 108

4 DMU43 DMU 107

5 DMU4s DMU4s

COMPUTATIONAL EXPERIENCE

To compare the computational times between CE-DEA and EBCA, we implement the EBCA
method in an Excel spreadsheet with VBA (Visual Basic for Applications) on Intel® Xeon ® Gold
5122 HP Z4 Workstation PC (2 processors) with 32.0GB of RAM installed using a 64-bit version
of Windows 10 pro for workstations. We randomly generated the values of two inputs and two
outputs using a uniform distribution with the minimum and maximum values of all 68 DMUs for
the number of DMUs, {68, 100, 200, 300, 400, 500}. A DEA software, DEAFrontier, is run for
the generated DMUs to find CEs on the same computer. The results are listed in Table 5.
Figure 3 depicts the results in Table 5. As expected, Table 8 and Figure 3 show that the
computational times for EBCA are almost negligible compared to CE-DEA. It takes less than
three seconds for EBCA to get the results with five hundred DMUs, while the DEA software
takes almost one thousand seconds to get the CESs. Figure 4 clearly shows that the
computational time for CE-DEA sharply increases when the number of DMUs, D, increases.

Table 5: Comparison of Computational Time
(Time Unit: Second)

D 68 100 200 300 400 500
EBCA 0.45 0.66 1.12 1.61 2.12 2.67
CE-DEA | 45.43 78.48 | 208.55 | 421.65 | 715.63 | 990.40
Ratio 103.1 118.9 | 186.2 | 261.9 | 337.5 370.9

D: Number of DMUs

Figure 3: Computational time comparison
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Figure 2: The two efficient emergency logistics network system schemes

DMU 133 DMUg7

SUMMARY AND CONCLUSIONS

The design of the emergency logistics network system (ELNS) has become an important
strategic decision due to the significant damage inflicted by recent natural or human-made
disasters, including the pandemic. This paper deals with designing resilient, robust, and
efficient ELNS so ERFs can distribute relief items to the affected sites at the right time with the
right amount of disaster relief items. For planning more balanced ELNS schemes, weighted
goal programming (WGP) is applied to generate various network alternatives. Some authors
used the traditional DEA (T-DEA) method to evaluate these network alternatives. The T-DEA
estimates each scheme/DMU on the principle of self-evaluation, ignoring unfavorable
inputs/outputs when the efficiency scores are computed. Consequently, the issues related to
weak discriminatory power have emerged since multiple DMUs frequently become efficient, and
these efficient DMUs are considered equal regarding efficiency scores (ES). The cross-
efficiency DEA (CE-DEA) on the principle of peer evaluation was introduced to solve the lack of
discriminatory power in T-DEA. But CE-DEA can't eliminate the intrinsic weakness of DEA.

For assessing DMUs more consistently without prejudice, this paper proposes an efficiency-
based clustering analysis (EBCA) method, using the overall minimum and maximum values to
represent two clusters rather than the centroid of each cluster. Moreover, the proposed method
could evaluate and rank the DMUs more flexibly by allowing the decision-maker to assign
unequal weights to each input and output.

Using the actual data available for South Carolina, this paper applies the proposed methods and
CE-DEA to assess and rank various ELNS configurations generated by the WGP model. The
proposed EBCA method exhibits its excellent performance over CE-DEA in terms of generating
consistent and robust rankings for the DMUs under evaluation. The EBCA approach can be
valuable for designing ELNS and other supply chain network systems with multiple outputs and
inputs.
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The limitation of this study comes from the assumption that if an ERF, either CWH or RDC, is
disrupted and can't function, the allocated sites, either RDCs or AFSs, will not be covered. It
implies that if a CWH is disrupted, all RDCs assigned to this disrupted CWH and subsequent
AFSs won't be covered. To enhance this study, the concept of emergency operation should be
considered in case of an ERF shutdown. This paper assumes that only facilities are subject to
disruptions, but, in reality, disruption can block the flow of relief items due to route disruptions.
Thus, it would be interesting if an emergency backup routing plan is considered for future
research.
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ABSTRACT

The data envelopment analysis (DEA)-based methods are viewed as a tool for big data-enabled
analytics in efficiency evaluation for the decision-making units (DMUs) with multiple inputs and
outputs. However, the critical issue is that excessive running time is required for solving a large
set of DMUs in the Big Data context. Another intrinsic issue is that DEA-based models unfairly
ignore each DMU's unfavorable inputs and outputs. Consequently, these methods show poor
discriminating power, including inconsistent rankings. This paper proposes an efficiency-driven
data clustering (EDDC) method to eliminate such critical issues. The proposed method
demonstrates its outstanding performance through numerical examples.

KEYWORDS: Data envelopment analysis, Big data-enabled analytics, Decision-making unit,
Efficiency-driven clustering method

INTRODUCTION

Among many performance evaluation and benchmarking methods, Data envelopment analysis
(DEA) has emerged as the most popular technique that uses Linear Programming (LP) to rate
the relative performance of a set of peer decision-making units (DMUs) with multiple inputs and
outputs by comparing how well the DMU uses its inputs to produce outputs. The classical DEA
(C-DEA), introduced by Charnes et al. (1978), eventually determines which DMUs attain the
efficient outcome using given inputs and which do not.

Charles et al. (2021) provide an overview of the current avenues of research for the studies
aimed at integrating DEA with Big Data. Zhu (2022) also suggests that DEA should be viewed
as a tool or method for data-oriented analytics in performance assessment and benchmarking.
However, the DEA-based methods in the Big Data context require excessive running time to
evaluate a large set of DMUs, as Barr and Durchholz (1997) show in their paper. In addition,
the DEA methods have shown some drawbacks, as mentioned before. The C-DEA frequently
produces too many efficient DMUs out of all DMUs under evaluation. In addition, there is no
way to rank efficient DMUs since this method can’t distinguish them. To remedy this deficiency
of C-DEA, Sexton et al. (1986) suggest the cross-evaluation DEA (CE-DEA) method to evaluate
and rank DMUs, with the main idea of using C-DEA to do the peer evaluation rather than C-
DEA's pure self-evaluation. The CE-DEA method can usually provide a complete ranking of the
assessment of DMUs (see Anderson et al., 1993). Due to its enhanced discriminatory power,
the CE evaluation has generated a significant number of applications in the DEA literature (see
Liang et al., 2008; Wang and Chin, 2010; Gavgani and Zohrehbandian, 2014; Hou et al., 2018;
Lee, 2019; Liu et al., 2019;). As Doyle and Green (1994) indicated, the non-uniqueness of CE
scores (CESs) often results from alternative optimal weights in the C-DEA model, implying the
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CESs depend on the optimization software used. Thus, the non-uniqueness has been criticized
as a major drawback of using the CE method as a ranking tool.

The idea of super-efficiency (SE), mainly developed by Anderson and Peterson (1993), is that a
DMU under evaluation is excluded from the reference set of the C-DEA model. Notably, the
SE-DEA model has significance for discriminating among efficient DMUs, as Anderson and
Peterson (2003) demonstrate. Charnes et al. (1992) use the SE-DEA model to study the
sensitivity of the efficiency classification. Deng et al. (2018) and Nayebi and Lotfi (2016)
discuss further applications of SE-DEA. The severe issue of using this model is that the
adjacent DMUs decide on an efficient DMU's SE score (SES), so it would sometimes be
unreasonable or impractical for DMUs to be ranked by the SESs. Thus, each DEA-based
method has its own critical issues, drawbacks, or disadvantages, which could become severe
as the number of inputs or outputs increases. Frequently, DEA-based models produce
inconsistent ESs and unstable rankings for the under-assessment DMUs.

The ranking for a DMU would imply significant meanings since decision-makers can be aware of
the current level of a DMU’s performance so that they can establish incentive schemes, support
policies, and develop strategies to sustain the future business or core competence. No
literature has explicitly and seriously discussed this critical weakness of the DEA-based models
regarding unstable and unreasonable rankings generated by these models. These
weaknesses would be unavoidable because these DEA-based models have unfairly treated
unfavorable inputs or outputs. Nevertheless, there has been constant progress in the
publications of the DEA from 1978 to 1995. Sitill, from 1995 onwards, there has been an
exponential rise in theoretical development and diverse applications. This trend is reflected in
Figure 1 (see Panwar et al., 2022). However, few papers have disclosed the critical
weaknesses of DEA-based methods.

Data clustering or cluster analysis is the process of dividing a collection of data instances into
groups/clusters. Clustering, which categorizes the data into clusters, aims to identify meaningful
segmentations or groupings of objects within a data set. In other words, clustering sorts objects
into clusters or groups so that the degree of association is strong among elements/members of
the same cluster and weak among elements/members of different clusters (see Delen, 2021).
This paper proposes an efficiency-driven data clustering (EDDC) method. One of many tools
for calculating distance measures is the centroid-based technique. What distinguishes the
proposed method from other clustering methods is that the EDDC utilizes the overall minimum
and maximum points to represent the clusters rather than the centroid of each cluster. Without
ignoring or sacrificing any given inputs/outputs, the EDDC method would eliminate the critical
issues of DEA-based evaluation models and rate the DMUs more impartially and consistently
than the DEA-based methods.

As Big Data research becomes an important area of operations analytics, DEA is evolving into
data-enabled analytics and a data-oriented data science tool for various operational analytics.
Various researchers show that Big Data can be applied to improve company productivity or
efficiency and will be essential for enterprises to grow and achieve a competitive advantage.
When researchers attempt to integrate DEA into Big Data, the serious barrier between Big Data
and DEA is the excessive running time for solving a large set of DMUs in the Big Data context.
The proposed EDDC process takes advantage of the simple computation, not requiring any
optimization software that all DEA-based models need. So, the proposed EDDC method would
assist practitioners and researchers in performing a more refined and consistent efficiency
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evaluation than the DEA-based methods. Besides, the proposed procedure would quickly
provide a benchmarking framework for DMUs to improve efficiency.

Figure 1: Year-wise publication of DEA papers (Panwar et al., 2022)

Some researchers apply a DEA-based approach for clustering. In other words, they build
clusters for each DMU based on the results of DEA rather than a distance measure. For
example, Po et al. (2009) propose a DEA-based clustering approach rather than a distance
measure. Their proposed method employs the piecewise production function derived from the
C-DEA method to group the input and output items. Following Po et al. (2009), Chen et al.
(2022) propose a clustering approach within the CE-DEA framework to obtain a clustering result
based on the production relationship between the inputs and outputs date of DMUs. These
DEA-based clustering methods still carry DEA’s intrinsic weakness of ignoring unfavorable
inputs and outputs.

DATA ENVELOPMENT ANALYSIS-BASED MODELS

The ratio of weighted outputs to weighted inputs for measuring the relative efficiency of DMU; is
expressed as an objective function for the fractional DEA model. The fractional DEA model
(Cooper et al., 2011) is stated as follows:

Objective Function: Maximize the efficiency rating 6 for DMU;

Max 6 =Z=2%i%m =92 )

TR vixi

The objective function in (1) is subject to the constraint that when the same set of v and v
weights (multipliers) is applied to all other DMUs to be compared, no DMU will be more than
100% efficient as follows:

Yr=1 UrjVrw

m
i=1 VijXiw

<1,vj&w=12,..,n 2)
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Upj, Vij 2 O,r=1,..,s;i=1,..m;w=12,..,n,
where

j = DMU j being evaluated in the DEA analysis, j=1,..., n

y,i = amount of output r produced by DMU,

xj = amount of input i consumed by DMU,

n = number of DMUs under evaluation

m = number of inputs used by DMUs

s = number of outputs generated by DMUs

u; = multipliers or weight assigned by DEA to output r for DMU;
vj = multipliers or weight assigned by DEA to input i for DMU;

Based on the fractional DEA model in (1)-(2), the traditional (T), cross-efficiency (CE), and
super-efficiency (SE) DEA models were developed. The C-DEA model is formulated as the
following LP problem, where E;; represent the efficiency score (ES) for DMU;:

N

max B = 2 UrjYrj> ®3)
r=1
subject to
m
z vijxij =1, 4)
i=1
S m
ZuTWyTW_ZvijxiW S O)W = 1! "'Fnl (5)
r=1 i=1

urj,'l?ij > 0,7" = 1, v, Syl = 1, e, M

The CE-DEA method, consisting of two phases, was proposed to rank DMUs with the central
idea of applying DEA to do peer evaluation rather than pure self-evaluation (see Sexton et al.,
1986). The weights or multipliers from the first phase are applied to all DMUs to get each
DMU's cross-efficiency score (CES) in the second phase. In the first phase, the above LP
model in (3)-(5) is solved to find the ES of DMU,. To denote the peer evaluation, let Ej,,
represent the DEA score for the rated DMUy, w =1, 2, ..., n, using the optimal weights
/multipliers that a rating DMU; has chosen in the model (3)-(5). Now, Ej, is given by

S_ut y
r=1%rj Jrw .

Ej = m—*,' ]andw=1,...,n. (6)
i=1Vij Xiw

Then, the CE score for DMU,, is defined as follows:
1
CEw =+ Ep @)

As mentioned before, the CE-DEA method of ranking the DMUs with many inputs and outputs
shows inconsistent results.
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The SE-DEA would generate a super-efficiency score (SES) obtained from the conventional
DEA model after a DMU under evaluation is excluded from the reference set (Anderson and
Peterson, 1993). In the SE method, the frontier line generated from the remaining DMUs
changes for each efficient DMU to be evaluated, so the SESs of efficient DMUs can have higher
values than 1, which is the maximum value in ES obtained by other DEA methods. The SE-
DEA model, which has been applied significantly for ranking efficient DMUs, is given by

S

Max SES; = Z UriYrjs (8)
r=1
subject to
m
Zvijxij =1, )
i=1
N m
Zurwyrw - Zvijxiw <Oow=#jw=1,..,n (10)
r=1 i=1

Upjy Vij 2 Or=1,..,s5i=1,..,m.

EFFICIENCY-DRIVEN DATA CLUSTERING (EDDC) METHOD

The proposed EDDC approach, which evaluates each DMU’s performance without applying
DEA methods, differs from some DEA-based clustering methods proposed by Po et al. (2009)
and Chen et al. (2022). As C-DEA can separate efficient DMUs from inefficient DMUs, only two
(2) clusters are in the proposed method. The first cluster is an efficient one, while the second is
an inefficient cluster. Given a set of n DMUs with m inputs and s outputs, all DMUs under
evaluation will be classified into one of these clusters or both for input and output, respectively.
What separates the EDDC method from other DEA-based clustering methods is that the global
minimum and the maximum points are set to represent the clusters rather than the centroid-
based technique. Efficiency or productivity is expressed as the ratio of outputs to inputs. It
implies that the greater the efficiency will be as an output increases and/or an input decreases.
See Hong (2023) for detailed procedures.

NUMERICAL EXAMPLE

This paper considers the numerical example Liang et al. (2008) illustrate with five DMUs. The
data for each DMU consists of three inputs (x4, x;, x3;) and two outputs (y, ;, y,;), as shown in
Table 1. CESs by CE-DEA, SCES by SE-DEA, and ESﬁV by the EDDC method, along with the
corresponding ranks, are reported in Table 2. Table 2 exhibits that all methods, including the
proposed EDDC, rank the two efficient DMU3; and DMU- as #1 and #2 consistently, but each
method ranks the other inefficient DMU;, DMU,4, and DMU:s differently.

For further investigation, the three inefficient DMUs, after excluding two efficient DMUs, are
evaluated and reported in Table 3. Since the two efficient DMUs are excluded, C-DEA rates
these three DMUs as efficient with an ES of 1. Table 3 shows the ranks and the expected
ranks, denoted by [R], based on the ranks in Table 2. We observe from Table 3 that SE-DEA
and EDDC rank these DMUs consistently, but CE-DEA does not. Table 3 also shows that two
DEA-based models, CE- and SE-DEA, rank DMU, higher than DMU; or DMUs, whereas the
EDDC ranks DMUs higher than DMU4 and DMU..
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Table 1: Five Decision-Making Units

DMU Input Output
X1j X2j X3j Vij V2j
1 7.0 7.0 7.0 4.0 4.0
2 5.0 9.0 7.0 7.0 7.0
3 4.0 6.0 5.0 5.0 7.0
4 5.0 9.0 8.0 6.0 2.0
5 6.0 8.0 5.0 3.0 6.0

Table 2: Comparison of Diverse Efficiency Scores and Rankings for Five DMUs

iy C-DEA CE-DEA SE-DEA EDDC
U ES R CEs | R | ses | R ESG, R
1] 06857 5| 05191| 4| 0.6857 5] 03278 4
2| 10000"| 1| 09161] 2| 1.1200 2| 09716 2
3| 1.0000°| 1] 0.9571] 1] 1.5000 1] 1.0000 1
4] 08571 3| 06985| 3| 08571 3] 0.1698 5
5] 08571] 3| 04942| 5| 08571 3| 04576 3

*: Efficient by C-DEA; R: Rank

Table 3: Comparison of Efficiency Scores and Rankings for Three Inefficient DMUs

C-DEA CE-DEA SE-DEA EDDC
PMU ™ Es [R| ces [R|[IRI| ses | R | IRl | Es§ | R | IR
1 1.0000 | 1 | 07714 | 3 | 2 [ 11238 | 3 3 09597 | 2 | 2
4 1.0000 | 1 | 1.0000 | 1 1 121000 | 1 1 0.3466 | 3 3
5 1.0000 | 1 | 0.8055 | 2 | 3 |2.1000 | 1 1 1.0000 | 1 1
R: Rank; [R]: Expected Rank

As DEA models implicitly assume equal weight to each input and output, it is unreasonable for
two DEA-based models to rank DMU, higher than DMUs. DMU4 and DMUs have the same
minimum input, 5.0, and the maximum output, 6.0. But DMU, has the other two inputs, 9.0 and
8.0, which are greater than or equal to those of DMUs, 6.0, and 8.0. Except for the same
maximum output value of 6.0, DMUs has a higher output value of 3.0 than 2.0 for DMU,,
implying that DMUs should be ranked higher than DMU4. Thus, the ranks generated by the
EDDC method would be more rational and logical than those by DEA-based models.

We implement the EDDC method in an Excel spreadsheet with VBA (Visual Basic for
Applications) on Intel® Xeon ® Gold 5122 HP Z4 Workstation PC (2 processors) with 32GB of
RAM installed using a 64-bit version of Windows 10. We randomly generated the values of
three inputs and two outputs using a uniform distribution with the minimum and maximum
values from Table 1 for the numbers of DMUs, {15, 50, 75, 100, 150, 200, 300, 400, 500}. A
DEA software, DEAFrontier, using an Excel spreadsheet, is run for the generated DMUs to find
CES on the same computer to compare the running times between the DEA-based and
proposed EDDC methods. The results are listed in Table 4, including the ratio of running time
for CE-DEA to that of EDDC. Figure 2 depicts the results in Table 4. As expected, we see from
Table 4 that the running times for EDDC are almost negligible compared to CE-DEA. Figure 2
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clearly shows that the running time for CE-DEA sharply increases when the number of DMUs
increases.
Table 4: Comparison of Running Time.
(Time unit: second)
n 15 50 100 150 200 300 400 500
EDDC | 0.14 0.38 0.61 1.02 1.18 1.57 1.95 2.31
CE-DEA | 9.5 33.1 88.1 162.5 | 258.6 | 446.2 | 7524 | 1,107
Ratio 66.0 86.7 145.7 | 159.5 | 219.2 | 2849 | 385.2 | 478.8
n: Numbers of DMUs

Figure 2: Comparison of running time
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1200

1000

800

600

400

200

0 - @ @ @ @ @ @
0 100 200 300 400 500
——EDDC CE-DEA

SUMMARY AND CONCLUSIONS

Various DEA methods enable decision-makers to measure the efficiency of DMUs and rank
them based on efficiency scores (ESs). Ranking DMUs based on the ESs generated by the C-
DEA method shows a significant drawback due to the self-evaluation principles. Several
ranking methods based on the C-DEA have been proposed, but no ranking method has been
found to be either a universal or superior method for ranking DMUs. The researchers, who
developed various DEA-based ranking methods, have asserted that the absence of global
assessment criteria makes evaluating all the presented methods reviewed by their papers
impossible. They conclude that each method could be better than others according to the
decision maker’s preferences and evaluation objectives, depending on the evaluation’s nature
(see Aldamak and Zolfaghari, 2017).

The DEA-based approaches’ severe weakness is their biased preference for specific inputs

and/or outputs. All DMUs under evaluation can only use favorable inputs and/or outputs to
boost their own efficiency scores, dropping the unfavorable inputs and/or outputs. For the
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purpose of evaluating DMUs more consistently without prejudice, this paper proposes an
efficiency-driven data clustering (EDDC) method, using the overall minimum and maximum
points to represent two clusters rather than the centroid of each cluster. Using the two well-
known examples in the DEA textbook (Cooper et al., 2007) with either input or output fixed at a
given value, the EDDC method evaluates and ranks the DMUs more reasonably and
consistently than DEA-based methods. In addition, the proposed method could assess and
rank the DMUs more flexibly by allowing the decision-maker to assign unequal weights to each
input and output.

We also apply the proposed method to evaluate a well-known numerical example, which has
been considered by several authors, to compare the DEA-based methods. This numerical
example shows that the rankings generated by the DEA-based methods show such a significant
weakness, especially for the top-notch DMUs. When the top-notch DMUs are evaluated, the
DEA-based methods allow a previously lower-ranked DMU to take over the top-ranked DMUs.
By contrast, the rankings generated by applying the EDDC do not change when some lower-
ranked or inefficient DMUs are removed from evaluation.

The EDDC method can quickly get results, as shown in Table 4. Contrary to the DEA-based
methods, the proposed method does not require any optimization software to evaluate DMUs
under evaluation. The results and observations through the numerical examples demonstrate
that the EDDC method works well and would be considered an appropriate tool for evaluating a
large set of DMUs in the Big Data context.
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ABSTRACT

The rise in health information technology has provided patients with patient portals for better
healthcare management. These portals enhance patient engagement and satisfaction, yet their
adoption is limited, especially among emerging adults beginning self-management. This study,
rooted in the Technology Acceptance Model and Perceived Risk Theory, examines emerging
adults' behaviors toward these patient portals. Data from 18—-29-year-olds was analyzed using
structural equation modeling. Findings highlight the need for creating awareness and training
programs. Such initiatives can minimize patients' perceived risks and promote portal utility.
Results also show personal innovativeness affects intentions to adopt and use patient portals.
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Patient Portal, Technology acceptance model, Emerging Adults,
Perceived Risk Theory, and Adoption and Use.
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ABSTRACT

This paper focuses on the impact of container truck movement and activities at yard operations
at one of the busiest container terminals in Asia. The long queuing time has become a severe
issue for efficient flow in container terminal operations. After the initial exploration of data and
insight sharing, we developed two predictive models to predict whether the truck is productive.
From the models, the authors also determine the critical factors that affect the container truck
productivity index. Finally, two predictive models were compared: the logistics regression model
and the decision tree model.

KEYWORDS: data analysis, predictive model, Container terminal, yard operation, truck,
predictive models, productivity

1. INTRODUCTION

Today, 95% of international cargo are transported through container terminal via sea transport,
especially with the recent booming of e-commerce. Containers are measured in terms of TEU
(twenty-footer equivalent unit). Moving goods across borders via sea transport due to its low cost
has become a norm for non-perishable goods. Therefore, the container terminal operations'
efficiency is essential to its business success. Containers throughput in some of the busiest
terminals in Asia is millions of TEUs annually, thus container terminals are imperative, and their
efficiency will affect the whole supply chain. Most container terminals will invest a large amount
of money in information technology and advanced equipment to load or unload the containers to
shorten the vessel turnaround time at the container terminal. There is also a seamless data
transfer between the shipping lines and the container terminal to make the documentation easy
and transparent. Operations Research (OR) methods have been used in the planning systems of
the container terminal to minimize traveling time, reduce congestion within the port, and improve
the productivity of yard and ship operations. This paper's focus will be on the analysis of container
truck productivity.

Container terminal operation is essential to the world economy. In the year 2020, the world
container throughput reached 797 million TEUs, according to Statista. It is equivalent to an annual
increase of 3% from 2012 to 2020. Today, the vessel's size is also enormous. The largest
container ship has a capacity of 24,000 TEU. As a container terminal, it faces many challenges
in providing exemplary service to the shipping lines to minimize the vessel port stay. Our client,
one of the busiest container terminals in Asia, strongly believes in investing in information
technology, software development, and optimization engines to automate some of the mandate
processes and make better decisions with the aid of artificial intelligence and a decision support
system. Unfortunately, due to the NDA signed, we cannot share the real-world operations data,
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and some of the results shown in this paper have been masked to protect the client's interest.
However, this idea shared in this paper will still be helpful to readers who would like to know the
ongoing research and development related to container terminals and how data analytics can
help to identify the pinpoint in the business process.

A port has three critical areas: gate, yard blocks, and quay where the ships are berthed. Import
containers are discharged from the ship, temporarily stored in the yard, and collected by the agent
for local consumption. The reverse flow is true for export containers that come to the terminal via
the gate to be loaded onto another loading vessel for a foreign destination. Finally, transhipment
containers are unloaded from the discharging ship, assigned to a yard location, and loaded onto
another vessel to transport them to their destination. The graphic representation of container flows
in a typical container terminal is shown in Figure 1 below.

Figure 1: Various container flows in the container terminal

Import/ Import/ Export/
Export Transhipment

Gate Yard Quay

Here is a detailed explanation of the different types of containers within the container terminal.

e Import: This is getting containers from ships to other countries through the port for local
consumption. For example, a ship may carry the finished products from China and
transport them to the USA as import containers.

e Export: The containers due for the USA from China are export containers in China's port.

¢ Transhipment: Containers arriving from the source location to the port will be unloaded
and stored in the yard, unlike the import containers. When the loading vessel comes, the
transhipment containers will be loaded onto the ship for the destination. For example, a
transhipment container from Vietham may arrive in Singapore port and later be
transported to the USA by sea.

On the berth side, upon the vessel's arrival, the import or transhipment containers from the ship
will be unloaded by the Quay Cranes (QC) onto the container trucks (CT). CT will then transport
the container to the destination yard location. Yard Cranes (YCs) are gigantic pieces of yard
equipment used to unload or load containers from the container truck and store them on the yard
stack. Due to their size, YCs can move up and down the yard block, and they usually can handle
20 to 30 containers per hour. Our paper will only focus on Rubber Tired Gantry Cranes (RTG)
and Rail Mounted Gantry Cranes (RMG). Using the planning data available, the yard manager
would estimate the number of YCs required with the help of the yard planning system to
load/unload containers during operation time. Some trucks can come to the yard via the gate
anytime within a pre-defined time window that the drivers booked. These trucks will also require
service from YC to unload the containers.

YC will unload the containers from CT and stack them in the yard. Terminals will store the
transhipment containers from the yard. The import containers will later be moved out of the
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container terminal by the shipping line or agents for local consumption within the country. The
movement of containers from berth to yard, yard to berth, or other terminals is carried out by CT.
The role of the container terminal operator is to ensure that the cargo can be loaded on time
without any damage or delay. With so many containers being moved around the terminals daily,
terminal managers must ensure that CT is efficiently scheduled with the minimum waiting time.

In this paper, we analyzed the operational data from one of the container terminals in Asia,
focusing on the yard activity and productivity of the CT. In the following few sections, we will
explore the one week 